[IN CONFIDENCE RELEASE EXTERNAL]
240IA2041

Inland Revenue
Te Tari Taake

8 May 2024

Dear

Thank you for your request made under the Official Information Act 1982 (OIA), received on 3
April 2024. You requested the following:

Reports or materials held by your organisation:

1. Setting out and/or summarising how and when your organisation has met, or intends to
meet, the commitments to transparency and partnership set out in the Algorithm Charter
for Aotearoa New Zealand.

2. Setting out or explaining how decisions made by the organisation are informed by
algorithms. This may include without limitation "plain English" documentation of the
algorithm/s, information about the data and processes involved, or published information
about how data is collected, secured, and stored.

3. That demonstrate or detail how your organisation is delivering clear public benefits
through Treaty of Waitangi commitments by embedding a te ao Maori perspective in the
organisation's development and use of algorithms consistent with the Treaty of Waitangi.

4. That demonstrate or detail how your organisation has, or intends to, identify and consult
with people, communities and groups who have an interest in algorithms, including Maori.

5. That describe how your organisation makes sure data is fit for purpose by identifying and
managing bias.

6. Showing how privacy, ethics, and human rights are safeguarded by regular peer reviews
of algorithms to assess for unintended consequences, and how the organisation acts on
this information.

7. Setting out the nominated point of contact for public inquiries about algorithms -

together with any internal policies, principles, rules, or guidelines that relate to the above
matters.

On 9 April 2024, you clarified your request to:

For clarity, I am specifically interested in the information in the IRD's possession setting out how
and when the IRD has discharged, or intends to discharge, all or any of the commitments made
by it in becoming a signatory to the Algorithm Charter of New Zealand. The items listed in points
1-7 of your email below are the commitments set out in the Algorithm Charter of New Zealand.

I am requesting any evaluative reports, costing plans, execution or operational reports or plans,
reports, internal policies, principles, rules, or guidelines specifically focussed on discharging any
or all of the commitments listed in the Algorithm Charter of New Zealand as set out in points 1-
7 below. This will include but is not limited to advice or reporting issued to staff, executives,
officials, or ministers.
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As the IRD made the commitments by becoming a signatory, it has been assumed that the IRD
has a plan or an intention to meet the commitments and it is reporting against that plan. If the
IRD has no such plan or intention and/or is not attempting to establish or measure whether it is
discharging all or any of the commitments made by it in becoming a signatory to the Algorithm
Charter of New Zealand, that would also be useful to know.

Information being released

Please note, some documents released do address more than one of the commitments in the
Algorithm Charter for Aotearoa New Zealand (the Charter). To avoid repetition, I have listed
these only under one question.

Where some information in the documents is withheld, the relevant withholding ground of the
OIA is specified in the document. An explanation of the withholding grounds follows:

e Section 9(2)(a) - to protect the privacy of natural persons.

e Section 18(c)(i) - making the requested information available would be contrary to the
provisions of a specified enactment, namely Inland Revenue’s confidentiality obligation
in section 18 of the Tax Administration Act 1994 (TAA). Disclosure of this information
does not fall within any of the exceptions to the confidentiality obligation listed in sections
18D to 18] of the TAA.

Where information has been withheld, as required by section 9(1) of the OIA, I have considered
whether the grounds for withholding the information requested is outweighed by the public
interest. In this instance, I do not consider that to be the case.

Information outside scope

The enclosed documents contain some information that is outside the scope of your request.
This information has not been considered for release and has been withheld as 'not in scope’.

Introduction

Te Tari Taake Inland Revenue’s (IR) algorithm governance follows All-of-Government directives.
We are committed to keeping our customers safe and have signed up to the Algorithm Charter
for Aotearoa New Zealand. IR has operated under the Charter since July 2020. IR continues to
adapt its approach in line with government expectations and technology advancements.

Inland Revenue’s priority is to make sure it uses algorithms in a way that considers its obligations
under the Revenue Acts, the Privacy Act, the Charter and all other New Zealand Government
authoritative guidance. This includes embedding a Te Ao Maori perspective in the development
and use of algorithms consistent with the principles of the Treaty of Waitangi.

Inland Revenue utilises many business rules which enable the automation of its business
processes. These support its service delivery to both staff and tax/social policy customers. It has
integrated rules and algorithms in the products that it has procured through vendors to support
productivity and efficiency. IR also has machine learning algorithms which work across large
data sets to provide advanced analytics, decision support and predictive modelling.

Inland Revenue
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The Charter states the intention of the application and commitment to the Charter “is to take a
particular focus on those algorithms that have a high risk of unintended consequences and/or
have a significant impact if things do go wrong, particularly for vulnerable communities”. This
excludes "most of the many business rules that government agencies use every day to give
effect to legislative requirements and for business-as-usual activities”.

The majority of algorithms that IR uses are business rules that give effect to legislative
requirements (tax and social policy) and for business-as-usual activities. These therefore fall
outside the intention of the application of the Charter. I have considered the intention of the
Charter, alongside the clarification received from you on 9 April 2024, and as such, I have
excluded documents relating to these business rules and machine learning algorithms from the
scope of your request.

Where the Charter does apply to IR’s use of business rules and machine learning, is to support
human decision making in the management of tax/social policy compliance risk and intervention
design. In this regard, IR does use complex algorithms and machine learning algorithms
alongside data that is collected under the appropriate legalisation. All activities undertaken as a
consequence of these algorithms are subject to human oversight and human decision making,
in both a technical and business context. These algorithms also fall under the purview of the
supplied governance model, and business and technical processes. There is no automated
deployment that could materially and adversely impact any one individual or community.
Similarly, there is no existing Generative Artificial Intelligence use case for managing compliance
risk.

Question One

Setting out and/or summarising how and when your organisation has met, or intends to meet,
the commitments to transparency and partnership set out in the Algorithm Charter for Aotearoa
New Zealand

IR’s Al Strategic Consideration & Roadmap document (partially released) details how IR, has
begun to, and intends to meet the commitments of the Charter.

Governance groups have been set up within IR to provide oversight and direction for how it uses
algorithms. These include its Artificial Intelligence Oversight Group and its Artificial Intelligence
Working Group. The members of both of these groups work with IR's commitments as a public
sector organisation in strengthening the Maori-Crown relationship and integrating te Tiriti o
Waitangi and Te Ao Maori concepts and perspectives into IR's work. IR have also established a
Maori Data Governance and Sovereignty Steering Group which are stewarding IR’s approach to
Maori Data Governance and Sovereignty.

Inland Revenue also has the Data and Information Governance Authority (DIGA). The DIGA is
an executive-level governance body which ensures right-sized, sustainable, and efficient data
and information governance that delivers oversight, transparency, and accountability in IR’s
stewardship and use of data and information as assets.

Please find enclosed the following documents:
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Item Date Document Decision
1. 15/12/2023 Maori Data Governance and Released
Sovereignty Steering Group: Terms of
Reference
2. 26/03/2024 Data and Information Governance Released
Authority: Terms of Reference
3. 08/02/2024 Artificial Intelligence Working Group: Released
Terms of Reference
4, 09/02/2024 Artificial Intelligence Oversight Released
Group: Terms of Reference
5. 29/02/2024 Al Strategic Considerations & Partially released

Roadmap

Question Two

Setting out or explaining how decisions made by the organisation are informed by algorithms.
This may include without limitation "plain English" documentation of the algorithm/s, information
about the data and processes involved, or published information about how data is collected,
secured, and stored.

Please refer to my introductory statement for further detail.

Inland Revenue’s staff must use its Artificial Intelligence staff use policy and Artificial Intelligence
use case guidelines. These set out IRs approach to using algorithms safely and securely in the
workplace. They help IR’s staff to make good decisions and deliver effective and efficient
services.

Please find enclosed the following documents:

Item Date Document Decision

6. 19/12/2023 Get Involved: submitting an idea to Released
the AI Working Group

Question Three

That demonstrate or detail how your organisation is delivering clear public benefits through
Treaty of Waitangi commitments by embedding a te ao Maori perspective in the organisation's
development and use of algorithms consistent with the Treaty of Waitangi

Inland Revenue recognises the importance of collaboration with tangata whenua in the adoption
of algorithms. Please refer to the AI Strategic Considerations & Roadmap for further detail,
specifically pages 12-18, and 46-47.

Inland Revenue
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Te Kahui TGhono are an internal team who guide IR to contribute to and support mana motuhake
through the adoption of Maori indigenous approaches that are underpinned by kaupapa Maori
and Te Ao Maori principles and values. They are focused on growing IR’s Maori indigenous
perspective of Maori Data Governance and Sovereignty within IR. They form part of IR’s Al
Working Group and engage with the AI Oversight Group. IR also has a Kaihautl Rautaki who
provides advice and strategic thinking to the Executive Leadership Team, as well as across Te
Tari Taake and the wider public sector, on issues of strategic importance to the Maori Crown
relationship.

Engagement and collaboration with whanau Maori and Te Kahui Tuhono are essential in
understanding and embedding a te ao Maori perspective in the development and use of
algorithms, being consistent with IR’'s commitments through Te Tiriti o Waitangi.

Question Four

That demonstrate or detail how your organisation has, or intends to, identify and consult with
people, communities and groups who have an interest in algorithms, including Maori.

Please refer to the AI Strategic Considerations & Roadmap for further detail, specifically pages
14-16, 18, 23, 46-48 and 51.

Please find enclosed the following documents:

Item Date Document Decision

7. 16/01/2024 Artificial Intelligence Community of Released
Interest: Overview

8. 09/10/2023 Excerpt from meeting minutes: Partially released
Artificial Intelligence Oversight Group

9. 13/11/2023 Excerpt from meeting minutes: Partially released
Artificial Intelligence Working Group

10. 17/11/2023 Excerpt from Key Messages: Data and Partially released
Information Governance Authority

11. 20/11/2023 Excerpt from meeting minutes: Partially released
Artificial Intelligence Oversight Group

Question Five

That describe how your organisation makes sure data is fit for purpose by identifying and
managing bias.

Inland Revenue recognises the importance of testing all data and algorithms for quality and
accuracy and has long since employed highly skilled data and statistical scientists who employ
proven methodologies and testing frameworks to ensure that any complex algorithm is
rigorously tested before deployment. Including but not limited to, manual and automated testing

methods, unit, integration and function testing by developers, independent testing by peers,
user acceptance testing by business representatives contextual to the targeted use outcomes

Inland Revenue
Te Tari Taake Page 5 of 9



[IN CONFIDENCE RELEASE EXTERNAL]

240IA2041

and feedback loops, and bugs and features management as part of the natural processes of
managing technologies based on data.

Mandatory training is in place for all IR staff (permanent and fixed term) on unconscious bias.
This training helps everyone understand, recognise and address unconscious bias.

Please refer to the AI Strategic Considerations & Roadmap for further detail, specifically pages
14-15 and 22-25.

I also enclose the IR Data and Information Quality Model which is a tool used by IR staff to
determine the fitness for purpose of IR’s data, information and knowledge resources and
products.

Item Date Document Decision

12. 11/05/2023 Data and Information Quality Model Partially released

Question Six

Showing how privacy, ethics, and human rights are safeguarded by regular peer reviews of
algorithms to assess for unintended consequences, and how the organisation acts on this
information.

Please refer to my response under Question Five for further detail.

If IR were to pursue a use case involving algorithms which involved personal information, a
privacy impact assessment would be required to identify any potential risks and develop plans
to mitigate them.

Please find enclosed the following documents:

Item Date Document Decision
13. Privacy & Ethics Impact Assessment Released
Template
14, Privacy-Threshold Assessment Released
Template
15. Excerpt from Centre of Enterprise Partially released

Data and Analytics: Intervention
Campaign Process Map

Question Seven
Setting out the nominated point of contact for public inquiries about algorithms.

Enquiries from news media can be emailed to mediagueries@ird.govt.nz

Inland Revenue
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Evaluative reports, costing plans, execution or operational reports or plans, reports, internal
policies, principles, rules, or guidelines specifically focussed on discharging any or all of the
commitments listed in the Algorithm Charter of New Zealand.

Please find enclosed the following documents:

Item Date Document Decision

16. 18/12/2023 Artificial Intelligence use case Partially released
guidelines

17. 19/12/2023 Customer facing staff guidance Partially released

18. 18/12/2023 Artificial Intelligence (AI) Staff Use Partially released
Policy

19. 18/12/2023 Information Security Policy Partially released

20. 19/12/2023 What is Artificial Intelligence Partially released

Advice or reporting issued to staff, executives, officials, or ministers specifically focussed on
discharging any or all of the commitments listed in the Algorithm Charter of New Zealand.

Please find enclosed the following documents:

Item Date Document Decision

21. 16/07/2020 Excerpt from Status Report: Weekly Partially released
update for the Minister of Revenue

22. 04/08/2020 Advice to Data and Information Released
Governance Authority: Update on
Government Algorithm Charter

23. 04/08/2020 Excerpt from Data and Information Partially released
Governance Authority: Minutes

24. 06/08/2020 Excerpt from Status Report: Weekly Partially released
update for the Minister of Revenue

25. 23/08/2021 Report to Minister of Revenue: Inland Partially released

Revenue’s contribution to advancing
Government data outcomes

i
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Item Date Document Decision

26. 10/05/2022 Advice to Data and Information Released
Governance Authority: Update on the
Government Data Strategy and
Roadmap

27. 28/07/2022 Email from Craig Jones (StatsNZ) to Partially released
Mike Cunnington (Deputy
Commissioner) and Tina MacLean
(Intelligence Leader - Data)

28. 21/03/2023 Email from Mary Craig to IR staff Partially released

29. 07/08/2023 Excerpt from Artificial Intelligence Partially released
Oversight Group: Minutes

30. 19/12/2023 Using Artificial Intelligence at IR: Released
authored by Makayla Stewart

31. 31/01/2024 Advice to Artificial Intelligence Released

Working Group: Publication of IR’s

transparency obligations under

Algorithm Charter for Aotearoa NZ

Information publicly available

Your request for the following documents is refused under section 18(d) of the OIA, as the
information is publicly available:

Item Date Document Website address

32. 04/10/2018 Inland Revenue’s Tony Morris -let’s Inland Revenue’s Tony Morris —
bust the myth about robot tax let’s bust the myth about robot
investigators tax investigators (ird.govt.nz)

33. 17/11/2020 A new world of tax compliance A new world of tax compliance

(ird.govt.nz)

34. 28/04/2021 Open Data Open Data (ird.govt.nz)

35. 01/07/2023 Initial advice on Generative Joint System Leads tactical
Artificial Intelligence in the public guidance on public service use
service of GenAl (digital.govt.nz)

36. 01/07/2023 Generative Artificial Intelligence: Joint System Leads Tactical

System Leaders’ guidance for use
of gen-Al across the New Zealand
Public Service

Guidance on Public Service USe
of GenAl Summary

(digital.govt.nz)

ﬂ
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Item Date

Document

Website address

37. 18/12/2023

Inland Revenue Annual Report:

page 196

Inland Revenue Annual Report,

Te Tari Taake Pirongo a-Tau,
2022-23 (ird.govt.nz

38. 19/12/2023

Algorithm Charter for Aotearoa
New Zealand (2023)

Algorithm Charter for Aotearoa

New Zealand (2023)

(ird.govt.nz)

Information sharing
(ird.govt.nz)

Our use of algorithms
(ird.govt.nz)

39. 26/01/2024 Information Sharing

40. 15/04/2024 Our use of algorithms

Right of review

If you disagree with my decision on your OIA request, you can ask an Inland Revenue review
officer to review my decision. To ask for an internal review, please email the Commissioner of
Inland Revenue at: CommissionersCorrespondence@ird.govt.nz.

Alternatively, under section 28(3) of the OIA, you have the right to ask the Ombudsman to
investigate and review my decision. You can contact the office of the Ombudsman by email at:
info@ombudsman.parliament.nz.

Publishing of OIA response

We intend to publish our response to your request on Inland Revenue’s website
(www.ird.govt.nz) as this information may be of interest to other members of the public. This
letter, with your personal details removed, will be published in its entirety. Publishing responses
increases the availability of information to the public and is consistent with the OIA's purpose of
enabling more effective participation in the making and administration of laws and policies and
promoting the accountability of officials.

Thank you for your request.

Yours sincerely

Jay Harris
Chief Information Security Officer

Inland Revenue
Te Tari Taake
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Not in scope Governance and

Sovereignty Steering
Group: Terms of
Reference

Inland Revenue
Te Tari Taake

Maori Data Governance and Sovereignty Steering Group:
Terms of Reference

The Maori Data Governance and Sovereignty Steering Group (the Steering Group) reports U&

Data and information Governance Authority (DIGA) and provide a quired up s
decisions as appropriate. The Chair represents the Group to the DIG

Purpose & \ ;

The purpose of the Steering Group is to provide direction and guidance o ivities being
undertaken at Te Tari Taake, in response to the publicatien<o requesnsultation on any
external Maori Data Governance or Sovereignty doc . This :@ ude but is not limited



Not in scope

o Maori Data Governance and Sovereig
aake’s approach to Maori Data Governa

wide work \
collaborating across

e Project Team an<\j capa

N :
1€ members may change as work in this space changes over time.

Rolies and Responsibilities

The Steering Group recognises the cultural importance of data to Maori, and the need for
culturally grounded models and practices of access, storage, protection and disposal.

The Chair

The Chair is responsible for the overall direction of the meeting. They set the agenda, with the

Inland Revenue
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support of the Information Specialist.

The aim in meetings is to achieve consensus, and the principles of collective responsibility apply.
The Chair may, however, bring discussion to an end and determine a position.

Steering Group Members

The Steering Group members, or the people formally acting for them, are expected to attend
every meeting. Where this is not possible, members are encouraged to s%d delegates i

place. Only people who are formally acting for members count toward

The Steering members commit to: %@

e demonstrating the public service principles and values

e demonstrating Te Pou o te Tangata - how we do things at IR: Whana nga,
Manaakitanga and Mahi Tika
iorin-mind,

e Working with IR's commitments as a public s danisa i including
IR's commitment to strengthening the M owh relationshi d to integrating
te Tiriti o Waitangi and Maori concepts @ @pectiv s int 's work

e making sure risks, issues and chaIIe brought e open and explored

e welcoming different points of vi % nk, ro isgussion

e being clear when allocating responsibility an i

e collectively owning decisi@de.
Attendees and obsew@ @
At the Chair's discretion,@e are invi @auend Steering Group meetings to provide input
as needed. @

Meetings

The Steering Group will meet 6 weekly or as decided by the Chair. Additional meetings may be
scheduled when needed, and members are notified of these as early as possible. All procedures,
rules and practices for regular meetings stay in place for additional meetings.

1 version 1.1 2023.12.15
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Agendas and papers

The agenda and papers are made available to Steering Group members four working days before
the meeting. The Chair decides whether to accept late agenda items and papers on the
Information Specialist's recommendation.

Papers should be on the governance template (a choice of Word or PowerPoint) and should
include a purpose statement and recommendations.

In some circumstances it may be necessary for papers to be circulated for back and d
outside of meetings. The Chair's agreement is required for these 'out- |tems

Quorum

A quorum of 80% of members including the Chair, is required for isions ade If there
is no quorum, the Chair decides whether to reschedule t eting. @

Minutes of meetings

The Information Governance Team can preps @tes if re@ and provide them to the
Steering Group for their following meeting. that follo eéting, the Steering Group is

asked to approve the minutes as an accu

Review

The Steering Group will reV|ew rmanc a pproximately six-monthly intervals, to enable

ongoing improvement, an ider t o continue the Steering Group.
@ minute

Reviews will be recorded

Version Cont@

The most@ cument mcluded in the footnote for continuity.!

@ @@
@

&%

Inland Revenue
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Not in scope Governance
Authority: Terms of

Inland Revenue Reference
Te Tari Taake

Data and Information Governance Authority

Terms of Reference

IR’s Executive-Level Governance System &
hief Executiv

The Executive-Level Governance System supports IR's Commissione

with their stewardship of the revenue system and their responsi r IR's finanei
management, performance, sustainability, organisational heal pability.

Our governance bodies steer us in the near and medium t nd they out'to the
long term, ensuring sustainability and agility for the ensur ccessfully
balance competing priorities, take up the right oppo and deli government
and customers in the face of risks and challenges.

The Executive-Level Governance System evolve it con %’ be fit for purpose.
Governance roles, practices and processes ite as needed s the system and the
bodies within it remain effective and responsive:. Thé system.is r wed every six months,
and any proposed changes to the structudre pproved Commissioner.

A) ensures right-sized, sustainable,

The Data and Information Go @ ce Autho '
and efficient data and infos atio overn

livers oversight, transparency, and
accountability in IR's ste P and%

i a and information as assets.
E r:

Purpose @ @
5 de

alrds
e fo

The Authority is -v
e Custodianship’of Enterlsk 5 and ensuring appropriate practice
m of identified ¥isks and controls, in accordance with IR’s risk settings
° g exte n% s;y/lrance activities are completed annually by IR
Government-Chief Privacy Officer’s Privacy Maturity Assessment
o A sWNew Zealand’s Information Management Maturity Assessment
o li

rvice Commission’s Information Gathering and Public Trust Model

ards
Meip

Enterprise Services Deputy Commissioner (Chair)
Enterprise Design and Deputy Commissioner
Integrity

Chief Information Security Officer

Privacy Officer




Not in scope

Business Unit Role

Enterprise Leader - Strategic Architecture

Policy & Regulatory Deputy Commissioner
Stewardship

Tax Counsel Office Chief Tax Counsel
Customer & Compliance Deputy Commissioner
Services - Individuals

Roles and Responsibilities &

The Chair %@

”I eeti@e the agenda, with
The aim in meetings is to achieve cons dthe p iof collective responsibility
apply. The Chair may, however, bri@ ion tc@g and determine a position.
Authority Members

The Authority members, e people foa ing for them, are expected to attend
every meeting. Where this t possj nenibers are encouraged to send delegates in
their place. Only peo -@o are for cting for members count toward quorum.

The members ¢6: : %
e de og the.public sérvice principles and values
'w: i te Tangata - how we do things at IR: Whanaungatanga,

te ti itangi and Maori concepts and perspectives into IR's work
e maki re risks, issues and challenges are brought into the open and explored
o> welcoming different points of view and frank, robust discussion

eing clear when allocating responsibility and authority
ollectively owning decisions made
operating with an agnostic system, platform, and information form perspective.

All papers must be sponsored by an Authority member, who ensures the paper provides
the right information and meets the standards required for robust discussion and decision
making.



Not in scope

Information Governance Team Support

The Authority is supported by the Information Governance team. They are responsible
for:

e ensuring the Authority follows good governance principles and practices

e working with the Chair to set the agenda, considering key enterprise issues and
decisions required

e providing support, advice and quality assurance for Authority  papers, with
mandate to refuse any that do not meet quality standards

e ensuring that minutes reflect decisions and key discus

decisions are communicated to the people who need& »

Attendees and observers @
At the Chair's discretion, people are invited to atte@ .!onty mee‘ provide input

oints,

as needed.

Observers may attend with approval from r. Obser e o not contribute to the
Authority's discussion unless a member

Logistics

@@ @

The Authority meets q e advised of the meeting dates set for the

year.

Additional meeti be sc hen needed, and members are notified of these
as early as p roce les and practices for regular meetings stay in place
for additional

In sor u\g e necessary for papers to be circulated for feedback and
deci & gs. The Chair's agreement is required for these 'out-of-cycle'
it

Agen g% pers

The a papers are made available to Authority members four working days before
the . The Chair decides whether to accept late agenda items and papers on the
Info tion Governance Team's recommendation.

rs should be on the governance template (a choice of Word or PowerPoint) and should
include a purpose statement and recommendations.



Quorum

A quorum of 50% of members including the Chair, is required for decisions to be made. If
there is no quorum, the Chair decides whether to reschedule the meeting.

Minutes of meetings

for their following meeting. Within that following meeting, the Authority is asked

approve the minutes as an accurate record. @ @
Review @

To enable ongoing improvement, the Authority will re its mance at
approximately six-monthly intervals. Reviews will be @md in the min ;

Version Control @
The most recent document will be included otnot<1 or tinuity.

The Information Governance Team writes the minutes and provides them to the Authority§

1 Version 2.0 2024.03.26



_ Artificial Intelligence
Working Group:

Terms of Reference

Artificial Intelligence (AI) Working Group Terms of
Reference

The Artificial Intelligence Working Group (The Working Group) reports to the Artificial
Intelligence Oversight Group to ensure the activities of the Working Group reflect the needs of

IR’s business users and IR’s strategic direction for Al &
Purpose é@ @

The purpose of the Working Group is to provide an operational respo to governan rection
and outcomes from the AI Oversight Group. The Working Grou ill help with.co-ordination,

cohesion, and prioritisation as directed by the AI Oversig@p.
The Working Group is responsible for: @ @
e defining, reviewing, and implementing go e@ c& instr &ﬁne with IR’s corporate
strategy (such as roadmaps, framewo policies)

e managing identified Al issues and ¢ ting progression-and delivery of outcomes
e identifying threats and opportu evelopment, enhancements, and
takeholders about Al

expansion

e creation of communications to_ inform and t

e maintaining high-quality g relation ith complementary forums within and
outside IR (including muni ice).

Membership @
Members are: @

Business/}@\O Role
Enter éiiéﬁ”ervices AV Domain Lead, Information Governance & Sharing
(opb (Chair)

<w Technical Lead, Organisational Development

Domain Principal, Technology Commercial

Domain Principal, ES Planning, Design & Delivery

Domain Specialist, Digital Product Experience

A
N/

Change Analyst, Change, Design & Enablement

Domain Lead, Technology Experience

Domain Lead, Digital Product Experience

Enterprise Design and Domain Lead, Technology Architecture
Integrity

Inland Revenue
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Architect, Technology Architecture x2

Technology Specialist, Information Security Office

Domain Lead, Business Architecture

Domain Principal, Technology Commercial

Project Manager, Strategic Portfolio/§tewardship

Domain Principal, Centre for En %@Data and @
Analytics

Privacy Officer

Domain Principal, ImAssurance %n\m{ﬂ%ting)

Change Analyst \lﬁ(@osys}%rﬁo)
Kaihauta, W\ﬁ’éhono
KaitoWéhui%ﬁih\o&
D})@) Lead ,/Téih@}fentral

Qfaomain Prin%ig@trategic Portfolio Stewardship

Domw@e\a}l)lnformation Security Office - Internal

Policy and Regulator Poli dvisor, Maori Perspectives
Stewardship

Customer an liance é&s&nain Lead, Insights & Configuration
Services

Customer Experience Designer, PD&D, CX/UX Design
@ Service Owner, PD&D, CX/UX Design

(Q> Group Lead, Individuals

The Ch %’oves proposed changes to the Working Group membership.

- nd responsibilities

Chair

The Chair is responsible for the overall direction of the meeting. They set the agenda, with the
support of the Information Governance Team.

The Chair represents the Working Group to the AI Oversight Group.

Inland Revenue
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Working Group Members

The Working Group members, or the people formally acting for them, are expected to attend
every meeting. Where this is not possible, members are encouraged to send delegates in their
place. Only people who are formally acting for members count toward quorum.

The Working Group members commit to: <§
e demonstrating the public service principles and values g‘ ’

e demonstrating Te Pou o te Tangata - how we do things hanaun a,
Manaakitanga and Mahi Tika

e working with IR's commitments as a public sector org t| in mind, inclyding IR's
commitment to strengthening the Maori-Crown reIatlonshl nd toi ting te Tiriti o
Waitangi and Maori concepts and perspectives into work

e making sure risks, issues and challenges are the o xplored

e welcoming different points of view and frank, Scussi

e being clear when allocating responsibility @

e collectively owning decisions made.

Information Governance Team

The Working Group is supported by an rimation S from the Information Governance
team. They are responsible for

e ensuring the Working
e working with the Chai

Iows ., ~ v rnance principles and practices
the a S|der|ng key Al issues and decisions required

e providing suppo and assurance for papers and speakers attending
meetings
e ensuring t t as refl sions and key discussion points, and that decisions are
communi 0 the peop need to know.
Attend observ
At th iscretj @e are invited to attend Working Group meetings to provide input
as n
Logistic

v ng Group will meet monthly or as decided by the AI Oversight Group. Additional

s may be scheduled when needed, and members are notified of these as early as

p055|ble All procedures, rules and practices for regular meetings stay in place for additional
meetings.

Agenda and papers

The agenda and papers are made available to Working Group members four working days before
the meeting. The Chair decides whether to accept late agenda items and papers on the
Information Specialist's recommendation.

Inland Revenue
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Papers should be on the governance template (a choice of Word or PowerPoint) and should
include a purpose statement and recommendations.

In some circumstances it may be necessary for papers to be circulated for feedback and decisions
outside of meetings. The Chair's agreement is required for these 'out-of-cycle items.

Quorum &
A quorum of 50% of members, including the Chair, is required for decisi be made/ If
is no quorum, the Chair decides whether to reschedule the meetin

Minutes of meetings

meeting. Within that following meeting, the Workmg sked to ve the minutes as

The Information Specialist writes the minutes and prowd em to th eir following
A l
an accurate record.

Review

To enable ongoing improvement, ing Gr reV|ew its performance at
approximately six-monthly intervals. R will be in the minutes.

Version Control

The most recent document cluda% otnote for continuity.?

W® >
N\

S

&

©
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Artificial Intelligence
_ Oversight Group:
Terms of Reference
Inland Revenue
Te Tari Taake

Artificial Intelligence (AI) Oversight Group: Terms
of Reference

The Artificial Intelligence Oversight Group (The Oversight Group) reports to the Enterprise
Priorities and Performance Committee (EPPC) to ensure the activities of the Oversig
Group reflect the needs of Inland Revenue’s business users and Inland Revenue'’s strategic
direction for AIL. The Chair represents the Oversight Group to th @e appropfiat

eE
Executive Level Governance body. % %
It is a priority for IR to ensure that Al is adopted in a W«% nsiders\not aply our

obligations under the Revenue Acts and Privacy Act but also under the Charter
for Aotearoa New Zealand (of which IR is a signat any o Government
authoritative guidance.

This includes embedding a Te Ao Maori pe % ivé in t@gpment and use of
algorithms consistent with the principles o eaty of Waitang):
Purpose @ ii

The purpose of the Oversight Gfoup. is to steer {R’s Al direction and develop IR’s capability
to respond to Al threats and-o Q}t nities inalignment with IR’s strategic goals. The term
Al encompasses solution h a$ gene I Large Language Models, Al integrated
tools, Machine Learnin|En iness %
The AI Oversight Group-approve
Cor spts and @ Technologies relating to Al
¢ all.organization wide communications relating to Al
° g%fyﬁance ro and instruments relating to Al (such as roadmaps,
orks, polici
opose use cases or solutions.

The Al Oversi@ p is responsible for:

o er IR is well informed on industry AI developments and advancements

o ti g in the co-ordination, cohesion, strategic fit and prioritisation of Al
initiatives

@ reating and maintaining the organisational understanding and use of Al related

e Proof ©

)

services and products
contributing to All of Government Al initiatives as required
e building and maintaining public and private sector relationships.

Membership

Members are:



Business Unit Role

Enterprise Design & Domain Lead, Technology Architecture (Chair)
Integrity

Enterprise Leader, Strategic Architecture

Intelligence Leader, Centre for Enterprise Data &
Analytics (CEDA)

Chief Information Security Officer f
Domain Lead, Digital Ecosystem \j

Strategic Advisor, Enterprise D/eéig& Integgit\y

Enterprise Leader, Strat}gis Portfolio Ste\@s@p
ya
Kaihautta Rautaki, E/rv%g\p@gesign %®§rity

Enterprise Services Intelligence Lerprise&ffb‘?ytion and

Knowledge (EIR

Enterpriﬁ\\@{r, TWM&S
N\

Customer & Compliance Domain Lead, P@@esign & Delivery - Digital

Services - Individuals <>
V) A
Policy & Regulatory@@)licy Dj \i\\r\y

Stewardship (PaR

The Chair@@proposed chagges to the Oversight Group membership.

nd R%%@D ibilities
The Chai %onsible for the overall direction of the meeting. They set the agenda, with
the support of the Information Governance Team.

e.aim in meetings is to achieve consensus, and the principles of collective responsibility
I . The Chair may, however, bring discussion to an end and determine a position.

Oversight Group Members

The Oversight Group members, or the people formally acting for them, are expected to
attend every meeting. Where this is not possible, members are encouraged to send
delegates in their place. Only people who are formally acting for members count toward
quorum.

The members commit to:

& Inland Revenue
e Tan Taake

Page 2 of 4



¢ demonstrating the public service principles and values
e demonstrating Te Pou o te Tangata - how we do things at IR: Whanaungatanga,
Manaakitanga and Mahi Tika
¢ working with IR's commitments as a public sector organisation in mind, including
IR's commitment to strengthening the Maori-Crown relationship and to integrating
te Tiriti o Waitangi and Maori concepts and perspectives into IR's work
¢ making sure risks, issues and challenges are brought into the open and explored
¢ welcoming different points of view and frank, robust dISCUSSI &
e being clear when allocating responsibility and authority
e collectively owning decisions made

e operating with an agnostic system, platform, and mf& rm persp

Information Governance Team Support

The Oversight Group is supported by the Informati e- erhance t@

They are responsible for:

e ensuring the Oversight Group foll od gover C|ples and practices

e working with the Chair to set da, corsid key issues and decisions
required

e providing support, adV|ce and ity as dra or papers and speakers attending

meetings
e ensuring that mi

decisions are commt ,, 3
Attendees anc lg
At the Chalr
input as :
%@ay form Panels of members to focus on specific initiatives or areas

of actmtyC%@ of the Oversight Group will appoint the Panel Lead. Panel Leads must

be voti ers of the Oversight Group. Panels will report on their progress to the
Oversi Group at each Oversight Group meeting or as appropriate. Panels have no
r responsibilities outside the Oversight group.

@istics

Meetings

The Oversight Group will meet monthly or as decided by the Chair. Additional meetings
may be scheduled when needed, and members are notified of these as early as possible.
All procedures, rules and practices for regular meetings stay in place for additional
meetings.

Inland Revenue
Te Tari Taake

Page 3 of 4



Agendas and papers

The agenda and papers are made available to Oversight Group members four working
days before the meeting. The Chair decides whether to accept late agenda items and

papers on the Information Specialist's recommendation.

Papers should be on the governance template (a choice of Word or PowerPoint) and should
include a purpose statement and recommendations. <§

In some circumstances it may be necessary for papers to be circul or feedbackan
decisions outside of meetings. The Chair's agreement is required Se 'out~of-
items. 3
Quorum

A quorum of 67% of members including the Chair, j for de(i
there is no quorum, the Chair decides whether to@ le th
Minutes of meetings

The Information Specialist writes the nd provides them to the Chair for their
following meeting. Within that followin ing, tr@' ght Group is asked to approve

the minutes as an accurate record.

Review @
To enable ongoing impr% , the t Group will review its performance at

approximately six-mo@ rvals. ill be recorded in the minutes.

Version C M @
The most e ocum%i”be included in the footnote for continuity.?!

&

1 Version 2.0 2024.02.09
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[Notinscope
Executive Summary

At Inland Revenue we have a structure and governancein place for AI and are now looking to further
develop strategic considerations and a roadmap for this capability@his i@é&ey input to Inland Revenue’s

Enterprise Strategy and long-term planning. &@ @

We have established a strategic framework to guide the see@ze @ective adoption of artificial intelligence (AI)

within Inland Revenue. Our Al strategy consideration pa ed by comprehensive research and
collaboration with experts, and it presents an approac ed around seven strategic pillars that resonate
with our organisational goals, ensure fair user experiences,@nd maintain secure, transparent innovation.

Key Components: @@ @@

o@ Al strategy consideration pack are pillars that align with
our organisational aims, champion in ity, fortify security, prepare infrastructure, and conformto

« Strategic Considerations: The fourl@g
regulatory standards.

2
%

« Prioritisation and Roadmap: We i ce a prioritisation model for Al initiatives, coupled with a phased
roadmap. This framework provide ction for foundational and optional activities from the initial stages
through to broader implementati@

« Impact on Inland Revenue: This framework allows us to carefully consider ways to integrate Al into
IR's operations and people capabilities. Al has the potential to increase operational efficiency and enhance
the customerexperience, whilst supporting IR's broad roles as defined in our enterprise strategy.





















[Not in scope

Strategic Alignment

Effectiveness &
Efficiency

Broader

Stewardship Contribution

Effectiveness & Efficiency: By integrating AI, we can optimise our resouri%/

ies
and improving our overall effectiveness and efficiency through optlmc@@ N

ands
kisey

utilisation and streamline operations, enhancing our decision-making ce@(b

automation. %J/ ~
~\ O =
Q 5 STRATEGIC

Stewardship: Stewardship is crucial as we implement Al nith \e{’ul ALIGNMENT
planning and strategic allocation of resources, we can mz}iff/e @aptablhty of =

safeguard existing systems, and maintain the mte nd gwe evancy of the
//

/ A@
Broader Contribution: As we strive to make a @er contribution to New
r

Zealand, integrating AI can enhance cross- del ental data processing and

tax and social policy system.

enhance our capabilities for efficient pautneus\{yps fostering holisticinsights and

innovative solutions.

@ Inland Revenue
Vt’ IL:' ]Ll‘,i“'?



Strategic Alignment

STRATEGIC CONTEXT

Aligning the use of AI to
accelerate the realisation of our
organisation’s aspiration and
outcomes.

Our Enterprise Strategy is central
to shaping the approach to Al
This strategy revolves around four
key elements: our people, the
driving force behind our
operations; our customers, who
guide our operational focus;
supporting the Crown to be a
better Treaty partner, promoting
equitable services across Aotearoa
New Zealand; and maintaining the
integrity of the tax and social
policy system, our underlying
comerstone. Al holds the potential
to strengthen these pillars by
streamlining processes,
anticipating risks, and optimising
public service delivery. However,
as Al innovations and data flow
escalate, stewardship becomes
more critical. Falling behind in this
rapidly evolving field could
jeopardise our ability to effectively
maintain our services. It's also
crucial that te ao M3ori principles
are deeply woven into our
strategy. By aligning AI with our
objectives, we can strive towards
promoting ‘Oranga’ via cross-
govermnment cooperation, robust
social policy, and revenue
generation. This combined
strategic precision and deepened
operational understanding could
significantly elevate our
performance.

I Netinseope




Our Customers

Value

Drivers Te Ao Maori

Value Drivers: We aim to leverage Al to enhance efficiency,
and service delivery, refocusing our resources on higher-valu¢

improved customer outcomes.

Te Ao Maori: We seek to ensure that data sovereignty pringj
Al initiatives, recognising Tangata whenua as kaitiaki (g
data and fostering oranga (health and well-being) thr

processes.

Inclusivity & Diversity: Ensuring our Al s@«?gy
prioritises accessibility and inclusiveness for all
key in delivering a diverse, equitable, andre
with the principle of manaakitangain Te P@

Inland Revenue
Te Tari Taake
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Te Ao Maori

STRATEGIC CONTEXT

Adopting a Maori lens
when considering how we
use Al to better serve
Aotearoa.

In order to foster oranga
in all areas, it will be
beneficial for us to think
holistically when
considering how to create
enhanced outcomes for
tangata whenua through
the adoption of AL

He rei nga niho, he
paraoa nga kauae — One
must have the right
principles for large
undertakings.

STAKEHOLDER FEEDBACK

Al has potential to counteract unconscious bias, and its implementation at IR will requil reful
consideration of data storage locations. Collaborative opportunities with Te KéhuiTﬁ% ed to

be explored and any decisions must be viewed through a risk lens.
Interviewees: Anil, Mike, Brijesh, Mary, Cate. & %
ildm ﬁyst with

- The adoption of Al tools presents a unique opportunit @
M3aori communities, providing principles ofMéori@ ei e
I

OPPORTUNITIES & CHALLEN

incorporated. Notably, there is a need to ensure e of theirown
data and prioritise benefits back to the communit

- We have a key opportunity to think at the fthe dertax system, and
set out to reduce inequitable outcomes ri comymu

implementation. We could explore op ities ncorporate matauranga
Maori in AI systems through sustaij mm% gagement.
1S W

» Many AI applications d he stored in overseas data
centers, which may conflict w nciples of indigenous data
sovereignty whereby Maori the intrinsic right to control over their
own data. Similary, mal ri communities have expressed concem
over the use of their |

generative tasks wit
decision-makersin t

heir consent, when they should be active
rocess [1].

» Potential for Al initiatives to perpetuate further harm, if insufficient
consideration is given to te ao Maori. Particularly, care is needed to
ensure that further bias is not encoded in AI models through the use
of imbalanced datasets, and that generative Al tools do not
misrepresent reo and tikanga in its outputs. Preventative steps should
be communicated to the public.

1 Indigenous groups in NZ, US fear Al colonisation | Reuters

2. Te Kahui Raraunga

ge data to train Large Language Models for

KEY INSIGHTS

rinciples of Maori Data Sovereignty are designed
to comprehensively cover all aspects of the
collection, storage and use of Maori data. Notably,
Te Mana Raraunga’s Maori Data Govermance model
can be used to support IR efforts to foster oranga
for current and future generations [2]. Critically,
data is considered to be taonga and should be
collected respectfully in ways that prioritise Maori
needs, fostering kotahitanga (collective benefit).

Data storage considerations include ensuring Maori
control as well as sufficient privacy and security
measures, ensuring that tangata whenua are
kaitiaki over their own data. Finally, the use of
Maori data should benefit the Maori community,
with the aim of reducing inequities over time and
putting protection in place to prevent future harm.

Work in this space should be done in conjunction
with Te Kahui Tthono within IR.

ROADMAP CONSIDERATIONS

Partnership & Engagement with Maori



Inclusivity & Diversity

STRATEGIC CONTEXT STAKEHOLDER FEEDBACK KEY INSIGHTS

Ensuring accessibility of
our Al tools for the
organisation and
customers, and increasing
inclusive outcomes.

This consideration will be
of utmost importance
when incorporating AI
into Te Pou o Te Tangata,
or how our enterprise
strategy is delivered. It
aims to ensure that the
entirety of our diverse
customer base and
workforce is included on
the journey of AI
implementation, and that
accessibility is prioritised.

Designing GenAl for P ith Disahilities )
2 Faiffth-editi . y

As technology becomes more integrated, efforts must be made to preven
of individuals who lack access, skills, motivation, or trust in digital capa

Interviewee: Anil.

S
&9

vate t:he fuII
fully considered
yer base, providing

OPPORTUNITIES & CHALLEN%;;

- Al and specifically GenAI is ponsed to help users more easily a 2
e do, a key pillar of Te Pou
ple. Intemal workshops, with a

ion, will notably help to eliminate
ess, as any potential blind spots

multilingual options and support for those with disa

« Seeking diverse perspectives (manaakltanga)
o0 Te Tangata, will ensure our Al initiatives Il of
team of staff from all backgrounds and | gﬁ%ﬁh
possible biases in Al algorithms from e deS|g
will quickly be identified by such %

©

S
- Without sufficient engagement Gif?i?i:g\, there is arisk that AI solutions will
only be beneficial for certain% ts of our workforce and customers. This
d

connects to the broaderis igital exclusion, whereby certain groups may
be less ableto use digit; s (including those built with AT) due to a lack of
experience with techno ,among other factors [3]. Thisriskis particularly

pronounced in our organisation's case, as tax administration services need to be
fully accessible to the wider population.

- Particular consideration should be given to upskilling and engaging M aori, as is
further discussed in the foundations segment of this strategic framework.
Otherwise, there is arisk that AI tools will perpetuate harm for these
communities rather than being part of the solution.

3.
" ive Desi PSR

lLsionl &People living with disabilities have expressed a great deal

of interestin howthe use of Al is poised to make their lives
easier.Indeed, there are many potential benefits ofuse
cases such as a Generative Al assistant, for example, to
help customers more easily navigate through and interpret
material when interacting with our organisation [1].

Inclusivity by design can be implemented in AI tools
through a collaborative engagement process. Notably,
consulting a diverse range of end-users will be critical to
drive innovation and development, including hearing about
their previous experiences ofusing AI applications and
taking suggestions forimprovement on board. Specifically
engaging with members of the neurodivergent community
can, for example, help our designers simplify content in
ways that may seem small but make the world of
difference when it comes to accessibility [4].

Inclusive design can also be enabled through technical
measures that target accessibility, such as speech-to-text
capability or keyboard navigation. These are most effective
when builtin early on in the process, so that they are
central to the design of a particular solution rather than
worked in just before production [1].

ROADMAP CONSIDERATIONS

Use Case Proposal & Prioritisation Framework
Partnership & Engagement with Maori



Te Tiriti: We recognise the importance of u
under Te Tiriti o Waitangi within our Al stra
of Al to enhance our contributions to orang
oranga whenua. Thisis achieved through a
partnership with Maori, ensuring the fair an
services that respect and incorporate mata

Inland Revenue
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Te Tiriti

STRATEGIC CONTEXT STAKEHOLDER FEEDBACK KEY INSIGHTS
Ensuring we support the We should formulate our Al strategy with particular emphasis o rking &m? key principles of te tiiti are h_'gr!hf relevant when implementing
Crown to deliveron our in alignment with Te Kahui Tahono, as this would promote th Al inifiatives. The protection of Mzori intarests and prevention of
commitments to Maori embedded in Te Tiriti ! future harm should be fmn§ of mind, élong&de the incoporation of
under te Tiriti o Waitanai. N . . matauranga M3on in all initiatives. This is supported by strong
g Interviewee: Brijesh. & ‘> with M3ori il -oriti icipati
In the context OfAI, this partnership with Ma_on, and a willingness to pnoims_e participation
aligns with commitments OPPORTUNITIES & CHALLEN g% @ i e st s o el L e o e O
made as a signatory to already_mvolved in de?enmnlnt_l h9w Al can be made mana-
the Algorithm Charter. « The contribution to oranga téngata, orangaw '@and a enhancing and beneficial for M3ori, and several academic workshops
whenua we have made has the potential to ty nced by AI have been held across the country [1]. These efforts have been
7 S e AR m G initiatives that build on a meaningful, mut en partnership T 5y TG i, S e 120, UIEEa IS el
aspirations of improving with Maori. There is an opportunity to enga ith;iwi;Maori to raise partnering to implement Al-enabled linguistic resources for te reo
oranga by becoming te Tiriti- awareness on the potential benefits o qri&ax purposes, as Mao!1, in collaboration wrtt.I local iwi [2].Th.|s ongoing !nmatJve has
based, establishing this well as to foster collaborative co-d on system received govemment funding [3] and provides a practical example of
consideration as a crucial parameters of relevant Al tools a ati ce in which how effective partnership, underpinned by te Tiritj, can provide
foundation for our approach matauranga Maori can be sham@ beneficial outcomes for Maori.
to AL « When planning an Al initiative, the three voices framework can help
Is W with the synthesis of information from different knowledge sources
Eg% ) w across complex systems. Specifically, the voice of intent (legislation),
« Potential for tangata whenua a to engage with customer-facing Al voice of expertise (research) and voice of experience (community
solutions, due to a perception that AI wi their right to control how services are perspective) all come together to form a holistic view of how
delivered to them and how their info is utilised. This highlights the importance of collective benefit can be derived for all involved [4].
transparency of Al tools and accol , ensuring the Al tools are seen as trustworthy by
both the organisation and the ity.
« There is a risk that, if partne p with M3oriis seen as a one-time engagement process, the
full benefit of our Al initiatives may not be derived for M3ori communities. Instead,
collaboration with tangata whenua should be seen as a foundational element of our Al ROADMAP CONSIDERATIONS
framework that will enable its broader success. As Al tools continue to evolve, the connections
to Te Tirti will also change and need to be considered on an ongoing basis. Specifically,
faimess and transparency should be prioritised to foster equitable outcomes and align with the Te Tiriti Alignment
associated equity principle of te Tiriti.

1 Maori Speech Hui 2021 | Speech research @ UoA (auckland.ac.nz), 2. Papa Reo (tehiku.nz) 4. Three Voices Infographic (Deloitte.com)
Wananga for Mdori Artificial Intelligence: University of Waikato 3 Te Hiku Media Awarded $13M Related 1: Nga mataj o te Tiriti o Waitangi (teara.govt.nz)













Policy

KEY INSIGHTS

& ffective governance structures are essential to
L) instill trust and confidence in AI systems, espedally
in addressing issues of bias and discrimination [2].

« Establishing a centre of excellence or similar
structures can help in developing best practices,
sharing knowledge, and ensuring the quality of AI
deployments [2]

« Documenting and enfordng machine learning
operations (MLOps) is crucial for the ethical and
effective deployment of Al, as it facilitates
addressing any issues with AI models. [5]

« Embracing new operational models and processes is
vital for leveraging Al in a way that drives
sustained quality, innovation and value creation[5].

Policies need to account <I%a?e risks associated with data privacy and
protection, espedially ering regulations which place restriction
on automated dedsi king and profiling. [3]

Operational policy must include mechanisms to continuously evaluate
and mitigate biases in AI algorithms and secure sensitive financial
data against unauthorised access or breaches. [4]

« There is a need for clear documentation and enforceable processes to
address ethical risks, such as bias or misuse of AI, underining the
importance of robust govemance structures.[2]

1 Building the digital revenue agency of the future 3. Ddtl tax artificial intelligence in tax 5. State of ai for government
2. DI crafting an Al strategy for govt leaders 4. Us Deloitte the implications of generative



Innovation & Partnerships

KEY INSIGHTS

- Ethical frameworks and toolkits are essential in AI
implementation, promoting privacy, reducing bias, and
ensuring diverseand inclusive design teams [4].

N
« Collaborations, especially those involving data sharing and Al implementation, must navigate
ethical frrmeworks and privacy concems, ensuring adherence to standards and mitigating bias

[41[5].




Our Approach

Responsible, Fair International
& Transparent Best Practice

o Responsible, Fair & Transparent: We are committed to d

operating our Al systems in a socially responsible way, prov

TRATEGIC
ALIGNMENT §5

treatment for all and maintaining a level of transparency thg
understand and trust.

. Secure & Confidential: As the custodians of New Zealand'
we must prioritise implementing Trustworthy AI prindplestd
robust security and confidentiality measures, which a:@

trust and confidence.

° International Best Practice: Leveraginginsi
standards and collaborating with internation
Al-related frameworks well-tailored to New Zeal

efficient learning transfer and enhancing org

©

o0
Sible (...
X7 spa, * R Internationa)
"
"™ Best practice

OUR AppROACH

Revenue.
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Responsible, Fair & Transparent

STRATEGIC CONTEXT STAKEHOLDER FEEDBACK

A socio-technical ecosystem e ; licati P e ri
enabling AI that is ethical, We must bers foie and transporent: in our application of AL Thia effective risk manag

N against malicious actors and bias, maintaining the integrity of the tax system, and ensuring rigorous >\ ind
lawful and technically robust. explainability of Al models. The credibiity and trustworthiness of the A systemis crucial, hence, seatrity, N
Itis achieved through ity regarding f | Identifiable Inft ----(Pn),arﬂmd:semeofb-as "c\ ount Also
governance of Al risks across engaging experts and improving knowled, Il decisi I meth,cs drovernsice i
people, processes and essential to avoid potential public re!alors lssumrelatedtoAltse Interviewees: Jam nll T .‘

in Al joumey, ensuring Al systems are responsible, rellable

technology - in a systematic -

fashion, leveraging an impact- OPPORTUNITIES & CHAL

based tiering approach. We have the opportunity to introduce guardrails embedding T y Al es early
tra

As the adoption of AI grows,

so too does the need for Responsible: Create and operate the technology in a soci po ner, with clear
fostering trust and accountability of who is responsible for decisions made mg Al
ZEHETLEL L B e Tl Robust & Reliable: Confirm that AI functions pro ond ge, producing

private sector organisations,
government agencies face

additional legal and risk Fair: Guard against illegal and unethical di
constraints when it comes

consistently accurate, relevant outputs.

ing equitable treatment of all

e |
ublic) @fﬁnd how their data can be used

Transparent: Help users (IR employees

to AI adoption. Itis i

e eI and how AI systems make deasnow v

everyone can understand and %

scrutinise howtheir data is @ S

being used by us, how A1 ost organisations are still grappling” wit isks associated with traditional Al, and Generative
decisions are being made, and brings renewed attention to these. Id seek a balanced view of value creation

who is responsible for them. pportunities with risks involved. E@%es include:

This is consistent with our = Generation of misleading or ntent, potentially causing confusion or harm to users who
Stewardship role - as set out blindly rely on the generate ut — e.g. our employees using Generative Al knowledge tools
in the Enterprise Strategy, we without proper training.

have a responsibility to ) = Users may not be aware that specific IR content was machine-generated. We must

_ens ure that any AT solutions communicate how the system works and build transparency and trust.

implemented are trustworthy

to be fit for purpose today # Bias in the underlying data is a risk that can be amplified when Al models are trained on them
and tomorrow. - e.g. public-facing Al assistant less able to answer questions from certain socio-economic

groups due to lack of past examples, perpetuating barriers to use.




Secure & Confidential

STRATEGIC CONTEXT

To maintain trustand
confidence, it is
paramount in today's
data-driven landscape to
ensure the security and
confidentiality of AL

Itis important to
implement robust
measures to safeguard
sensitive information and
protect against risks,
including data breaches,
that may cause physical

STAKEHOLDER FEEDBACK

We should prioritise risk management, information security and elimination of bias, to preserve the int

tax system. Ensuring model explainability, stringent testing and maintaining the anonymity and sec

sensitive data is securely held for the credibility of both the tax system and the organisati
Interviewees: James, Anil, Tina, Lisa. <

and/or digital harm.
Privacy must also be
respected, and consumer
and employee data
should not be used
beyond its intended and
stated use.

This is also consistent
with our Effective and
Efficient role — as set out
in the Enterprise
Strategy, we havea
responsibility to use our
knowledge, resources and
capabilities wisely.

OPPORTUNITIES & CHALLE

We have the opportunity to introduce guardrails embedding Tru
our Al journey, ensuring Al systems are secure and confide

Preserving Privacy: Train AI models on representative da

sources of training data.
= th

ml

ﬁ%&

Safe & Secure: Ensure that the technology, and tl
risks that may cause individual and/or collectiv,
digital harm.

N\

y AL &!es early in

ising sensitive

|nto it, is protected from
Ienwronmental and/or

KEY INSIGHTS

There is increased guidance from the Privacy
Commissioner on Artifidal Intelligence and the
Information Privacy Principles [1]. These may
provide a useful starting place in understanding our
security and confidentiality needs.

Additionally, global frameworks may be leveraged.
Most notably, the NIST AI Risk Management
Framework which has been adopted by other
agenciesin the New Zealand publicsector [2]. The
recently published IS042001:2023 AIMS can be
leveraged alongside NIST to develop a robust AI
risk and controls library in the near term, and work
towards compliance in the longer term [3].

To ensure effective and efficient leadership, an IR
specific approach should be taken to ensure
confidentiality and integrity is maintained. This
could be achieved through tools such as the AI
Impact Assessment (tailored to our needs), and
MLOps (tailored to the development systemsin
play atIR).

ROADMAP CONSIDERATIONS

Al Risk Framework | AI Risk Assessment

AI Governance Framework | AI Govemance Pilot



International Best Practice

STRATEGIC CONTEXT

Using global context to
inform our navigation of
Al-related risks as New
Zealand'’s tax authority.

International standards
will set a benchmark that
we may aim to meet or
surpass when defining
our approach to AL. This
consideration feeds into
Te Pou o te Tangata, in
thatit involves seeking
diverse perspectives to
inform the work we do.

N~

%
F

Tax Admin 3.0 is a key area of focus

STAKEHOLDER FEEDBACK

OPPORTUNITIES & CHALLEN

There may be an opportunity to partner with an intemational bo
frameworks, building on existing standards and ensuring rele
Zealand context. In 2020, the New Zealand govemment pa
World Economic Forum in a pilot project to design a fit-fo
producing recommendations to be fed into future w
space has the potential to be highly beneficial to
directly incorporated into local strategy.

Leaming and sharing enables efficient lea!
transparency. We could leverage this -é}


















Wider Regulatory Landscape

KEY INSIGHTS

Regulatory compliance should be future-focussed - not only
appreciating today’s legislation but also proactively
anticipating policies to follow. We should monitor for
changes inregulatory policy that could impact our A1
initiatives, and particularly for the introduction ofany AI-
related legislation. Thus far, pathways to AI regulation
have been similar internationally, with countries moving

OPPORTUNITIES & CHALLEN h S . _
from investigating AI capabilities to actively growing the
Inline with our target outcomes, the Algorithm Chart nise ower of industry [4]. As many governments begin looking at how to
A1 to help public sector organisations “deliver servic effective shape and regulate Al development, policies may diverge

cases have
ally or not.
Aland Te Tiriti will

based on local factors. We should watch this regulatory
landscape carefully, to pre-emptively ensure compliance.

and efficient”[1]. Due to our broad ranging publi
the potential to significantly impact wellbeing,
Applying the charter’s recommendations ar
enable us to mitigate any risks as theyari

- We should develop particularly robust procedures around
the use of Generative AI. In addition to the privacy
protections outlined in the Privacy Act 2020, specific
Generative AI guidelines the Privacy Commissioner earlier
this year focus on the importance of human oversight,
including validation to ensure accuracy and confidentiality,
e[)s]well as feedback mechanisms to enableimprovement

5].

mounding AI and privacy, particularly if their service
uses intemational data sharing such, procurement processes should be strengthened to
ensure provider use of Al isllant with all applicable standards [3]. We should seek
transparency and control over how providers are implementing Al, to ensure that any

subject to intemational regulati

exposure of personal information or associated harm is prevented. ROADMAP CONSIDERATIONS

Any deviation from applicable standards for Al use could result in severe reputational damage Al Standards

for our organisation due to its wide-ranging role as steward of New Zealand’s tax system. .

Strong transparency and human oversight are especially critical for us, as inaccurate Al output AI Governance Standard Operating Procedures

could jeopardise public trust.

1 Algorithm-Charter-2020_Final-English-1.pdf (data.govt.nz) 3. Interim Generative Al guidance | NZ Digital government 5. Privacy Commissioner outlines expectations around Al use
4. Al regulation | Deloitte Insights Related Resources 1: Privacy Act 2020 No 31 (as at 01 November 2023)
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[Notin scope
Roadmap notes — Foundations — Our Customers

Activity | JIRA Key | Description | Phase I Status | Dependencies

Partnership and Collaborate iwi M3ori to enable mana-enhancing usage of Al tools and techniques in ways -  TeTiriti
Engagement with that uphold the principles of te Tirti, M3ori Data Sovereignty, and te Ao M3ori more broadly. This Alignment
Maori will help to cement trust in these tools so that they are widely used to benefit tangata whenua.

Building blocks:

-Work with internal team, Te Kahui Tahono, to design engagement process, ensuring a wide range

of communities are consulted and considering the three voices framework if desired

-Undertake discussions including with Te K3hui TGhono

-Implement recommendations and design principles where relevant

-Plan further engagement so that M3ori feedback can be incorporated on an ongoing basis




[Notinscope
Roadmap notes — Foundations — Our People

Activitv I JIRA Kev I Description I Phase I Status I Depnendencies

Te Tiriti Alignment Consider how Al implementation at IR can best uphold the principles of Te Tiriti o0 Waitangi.
Building blocks:
-Consult with tangata whenua, system leaders and across government to understand diverse
rspectives
-Implement findings




[Notin scope
Roadmap notes — Foundations - How We Work

Activity JIRA Key | Description I Phase | Status I Dependencies

"%
Cross-agency h P ' own A1 capability and prioritise InProgress - Funding
initiatives artrerin with other agencies.
Building blocks: @
-Participate rogramme of Work and related activities
-Undertak: -—Qr her environment scanning to identify ongoing
opportu & for collaboration










[Notinscope
Roadmap notes — Foundations — Landscape

Phase Status Dependencies

Description

Activity

that the Todo

Engage with diverse groups from New Zealand's taxpayer base to en
social

Engagement principles of IR's approach to customer-facing AI use @ave a

license to be implemented and drive benefits for the p; on
Building blocks:
-Design engagement process, ensuring a wide ran indiyid
consulted. As part of this, ensure transparent municatia
surrounding IR's use of A1 (@

-Undertake discussions @
-Reviewfindings

Landscape
























Get Involvea:
submitting an idea

Get involved <
Makayla Stewart @ @
Change Analyst (L2) @

Here is how you can get involved in the world of@cial Intelli .

S

Tell us about your ideas of how we can use

Submitting an idea to the
Al Working Group

Prior to making a submissio ase
ensure you have read thr 2@ Al
strategic consideratio
roadmap.

Artificial Intelligence

Plane reas e briow prior i complete this ferm

el perspacives 3re hayrt Ondy compiets the Nakils that 31T FEEVT 30 YO SEQQRSHOn Of

7
.
e
e o
. ot k. SN0 PIOGI0SS @wiry SUQERSTION e QeI JENecene your neul But will not be atée 10
SO SQUEtIons My need 10 be parkod whikit IR decxdes how 10 Jpproads some

akwyta. When you subaret ths fon the oamer el we your mame anc emad addiens

Proof of Co

1. What busmess problem opportunity are you Irying 10 solve and what are e AL e caves

Please lete the below form with
Lé%%de ail as possible and we will
v tact.

Tell us about your ideas of how we can
use Artificial Intelligence

An opportunity you've identified

If you have an opportunity you want
to let the Al Working Group know
about that you see for yourself, your
team/business area or for Inland



Artificial
Intelligence

Artificial Intelligence Community of Interest &

Makayla Stewart

Change Analyst (L2) @@ @@
The Artificial Intelligence Community of Interest is;focused on
minded people to grow our collective knowle out Artif
The community of interest is open t égyone a %ave both an active

Teams site and Viva Engage were ers ar raged to share items of

interest with the community@ @
Email Al@ird.govt.nz t%@bw! %@

Overview@ @éi

Purpose v v

The ¢ @i‘ty is

our who at erested in or passionate about Al to discuss the latest

developmen / we are using the technology and where we can see
opportuniti

R@@bllities
Th munity holds a monthly meeting that is run by a facilitator, during these

meetings we discuss:
e The latest developments in Al
e Updates from the Al working group and Al oversight group
e Opportunities we can see within our organisation for our people, customers
and/or business partners
e Challenges or risks we can see within our organisation

Guest speakers both internally and externally are invited to our meeting to
discuss their journey implementing and adopting this technology.



Excerpt from

Not in scope meeting minutes:
Artificial
Intelligence
Oversight Group

Artificial Intelligence Oversight Group fb T aiyenue

Meeting Minutes for 9 October 2023, 1:30 - 2:30 pm

Core members Brijesh John (Chair), Anil Srinivasa, Cate Robertson, Daniel Blank, Jay Harri
Jesse Thwaites, Malcolm Breadmore, Phil Whittington, Ron Grindle, &
Scott McCallum, Tina MacLean @

Standing members | Conrad Bace, Graham Poppelwell, Vanessa %@@rgmla FI%

Attendees Tina McCaffrey, Ryan Hamilton, Makayla St S% Tanya

Apologies Underlined above O@ @
1. Welcome and Karakia @ §

The Chair opened the meeting with a kar@ \ § §
2. Approval of previous m@\g S min
t

The Oversight Group had no a@ o the . of the 18 September 2023 meeting and were
accepted.

There were no current obe action SCuss.
3. Aotear A IN %RM
Presenters Caffre 3 Owner, PD&D — CX / UX Design, Ryan Hamilton, Customer
Experi gner, P 7/ UX Design, PD&D — CX / UX Design
nsights on the Al summit run by the Al Forum in New Zealand on

An inform item
25/09/2023 t ers attended. The summit focused primarily on generative Al and with a
particular asis’'on what we're doing or not doing in New Zealand. Talks were from both

private ompanies and from the NZ public sector.

Sot € key themes from the presentations and discussions were:

New Zealand rates very low on productivity measures and Al and technology is seen as one
of the important ways NZ could bridge that productivity gap

e Al usagein NZis low compared to other countries and with a tendency of being
apprehensive about Al technologies

e Building of Al from a Maori perspective requires engagement and genuine interest in
partnerships for the long term. Data is a taonga and its use must be in an appropriate
cultural and ethical way.

@%‘9
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e Trust—transparency on use so New Zealanders are aware of Al usage and agree with it.
Establishment of the Centre for Data Ethics and Innovation.

The Al Oversight Group:
e Noted that outtakes presented to the group from the recently held Al Forum.




Excerpt from

Not in scope meeting minutes:
Artificial
Intelligence
Working Group

Artificial Intelligence (Al) Working Group ﬂ st Ui

Meeting Minutes for 13 November 2023, 1:30 - 2:30 pm

Members Graham Poppelwell (Chair), Aidan Roberts, Alex Steel, Brandon Sloan
Brent Jarnell, Brijesh John, Chris Hourigan, Dave Rowley, David Rob%gon,

Dawn Swan, Erin Dyson, Jacinda Hughes, Jane S s, Jason ima,
Ma tewart,
eressa Tim Crook
MacKay, Yolanda Wilke
Attendees Tanya Williams, Sally Krogh, Kate Y.

Jess Wawatai, Jo McGregor, Jos Crasborn, Kev
Deloitte: Roger Lee, Pieta Brown, a WiIIi@

Prajakta Panse, Ryan Hamilton, Souradee
Tina McCaffrey, Vanessa van der Schra

Apologies Underlined above




N
7. External relationship activities. INFORM NS
Presenters: Graham Poppelwell, Domain Lead, Information Govern aring; a
Stewart, Change Analyst, Change, Design & Enablement; Brijesg@v, omain-Lead

Technology Architecture.

Interim Centre for Data Ethics and Innovation (ICDE%Q
The Interim Centre for Data Ethics and Innovatio
Artificial Summit. An invitation came through i

to join workshops around ethics. The Dom
an open invite to interested members

Algorithm Charter Cross-Agency Community
IR is hosting the next meeting mber Asteron Centre. The last meeting was

hosted by NZ Police with a entaﬁ% d how they work from a governance

perspective. ICDEI will be jrvi o pre per the draft agenda that will be shared with the
group.

sing to solve business problems. They discussed the way AC
worked wit iness tify the issues and challenges they were facing and then working
with t r a soluti discussed scenarios of Al reducing working hours for better work
life balance an%/gk ion of key people. The session recording is available for viewing by

Al Community of@ and Au ouncil
The Al commt% teresw hosted speakers from Auckland Council (AC) to talk about
the intelli a

e Analyst (Change, Design & Enablement).

contacting t
Cross-a%e rvey from the Deputy Chief Digital Officer

The pres rs and the Technical Lead (Information Governance) have completed this. The

sur overed areas like the kind of governance in place, its usefulness and the appetite for Al.
There are opportunities to influence the programme and establish common capabilities. There
will be an upcoming meeting with more updates from other public sector agencies starting their
Al journey.




Excerpt from Key
Messages: Data and
Information
Governance
Authority

Inland Revenue
Te Tari Taake

17 November 2023

To: Executive Leadership Team and Senior Leaders

From: Information Governance / V/\/

Key messages from the 8 November 2023 Data and Inf&n&matlon Gfﬁj )ance Authority

(DIGA) meeting ‘ ‘/




N D

Artificial Information (AI) Governance EE ‘ @

IR will be hosting the upcoming AI Charter cro . y me %ﬁouse at Asteron on 6
December. Guests will also include representati -, the re established Interim Centre

for Data Ethics and Innovation who are withi

November. IR-wide communications are ned fo nch via Featured News.

ce of t nment Chief Data Steward.
The Artificial Intelligence Te Matawai going t @al review before go-live later in



Excerpt from
meeting minutes:
Not in scope Artificial
Intelligence
Oversight Group

Artificial Intelligence Oversight Group (P indnovene

Meeting Minutes for 20 November 2023, 1:30 - 2:20 pm

Core members Brijesh John (Chair), Anil Srinivasa, Cate Robertson, Craig Thomas, Daniel
Blank, Jay Harris, Jesse Thwaites, Malcolm Breadmore, Phil Whittingfé%

Ron Grindle, Scott McCallum, Tina MacLean

Standing Conrad Bace, Graham Poppelwell, Vanessa chmia W
members

Attendees Teressa Dillon, Aiden Roberts, Vanessa vénée;'\s%:hraft, cy éoiding,

Tanya Williams, Kate Yong
Deloitte: Roger Lee, Pieta Brown, A@a Williamson..

Apologies Underlined above

Page 1



7. General Business. INFORM

Presenter: Graham Poppelwell, Domain Lead, Information Governance & Sharing

Interim Centre for Data Ethics and Innovation
There is an open invite to members of the Oversight Group for a workshop.

Community of Practice for the AI Charter

This brings together government agencies to talk on an informal basis. IR is hosting the next
meeting on 6 December 2023 in Asteron Centre.

Page 2




Data and
_ Information Quality

Model

Data and Information Quality Model

This document is a Model. Models support or expand upon a related Standard by outlining
an explicit set of technical requirements. This Model should be read in conjunction with the
Data and Information Policy which outlines Inland Revenue’s approach to the stewardship

of data, information and knowledge, and the Data and Information Quality Standard which
establishes high-level requirements for the quality of our data, information, and knowled
&i%%!odel was

The Data and Information Quality Standard is being drafted at the tim
approved.

O

Contents

7

What the requirements of t el are...../ ...................................................................... 4
The Data and Informatl
Practical application o odel

Responsibilities .
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Why we have this Model

The Model provides guidance for anyone at Inland Revenue who is interested in
understanding, communicating, measuring, and improving the quality of data, information,
and knowledge within Inland Revenue. The Model includes definitions of the most relevant
quality concepts and high-level guidance about how to apply these concepts in practice.

Governance

for furti@

The Model is positioned as a Tier 3 instrument in the Data and Informati

Instruments Framework — see the Data and Information Governance
information about the Framework.

Tier 1: Explains why we are going to do &

what we say we are going to do.

Tier 2: Defines what we are going to do.

Tier 3: Tells the business how to do

something.

Tier 4: Are the tools we work

with to ensure the things in Tier Chatter &\
1-3 documents can be done. Standard & Terms of

Framework Reference

Strategy, | Specification,

Plan & Manual &
Roadmap Model

Procedure &
Process Map

Guideline Form & Template

Data and Data and Instruction,
Information Information guidance,
Quality Quality and
Standard Model templates

Data and
Information
Policy

Additional guidance

The Model will be progressively supplemented by additional guidelines, instructions,
templates, and other material developed to support its practical application.
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What we mean by data and information quality

Data and Information Quality is defined as how fit-for-purpose data, information, and
knowledge resources and products are.

This definition requires determination of fitness and purpose.
e Purpose is based on business context which determines quality requirements. &
e Fitness requires determination of measurable quality characteri and the
comparison of these measurements to required quality characte
There may be multiple purposes for use of the same data and

For example: Service delivery activities might require some data tobe curr e tlme it
is used to engage with customers, whereas for some a @D’ ctivitie e e data

could be considered usable if it is far less current. @

Data and Information Quality is not limited to cteristics‘of and information
itself but also the origin, supply chain, and ¢ cess to-and use’of the data and
information.

For example:

@ insic data quality characteristics might

ill lered not immediately usable.

information, and knowledge was collected or
fetermi ness for use.

er address might have been collected to be used for correspondence.

For example: @
The addr ight be accu ate, current, and complete. However, this data might not

be usﬁg/z> alterrvi? se, perhaps to determine if a customer is resident in New

Model is important
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This Model presents a consistent and comprehensive means for describing and defining
data, information, and knowledge quality requirements and characteristics of data,
information, and knowledge collections. This consistency and comprehensiveness results in
greater clarity about what quality of data, information, and knowledge is required for
specific purposes.

The Model also presents the collection of elements necessary to support the manageme
of the quality of data, information, and knowledge. This includes what good measureme
of quality includes, and what different types of quality treatments and Is prowd

Collectively, the elements of the Model, when applied as intende in reduce
and cost, and increased business confidence and likelihood of& business objectives.

applies to

data, information, and knowledge stewarded by Inland Revenue.

%he requirements of this Model are

datory requirements of the Model are:

1. The adoption of the Model across Inland Revenue for qualifying and specifying data,
information, and knowledge quality. Adoption should align with opportunity to do
so. It is not expected that adoption of the Model be immediate nor without
consideration of the impacts and resourcing associated with its adoption.
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The Data and Information Quality I\/I%gg?
t

The Model outlines the minimum elements that need to com to

Considerations for treating and controlling

quality. @
The Model can be conceptually visualised@

Data and Inf ion Quali

mati

Y

e The quality of data, information, and knowledge, including its mea
e The quality requirements for data, informatio wIedg@
. é%, 9 or

Inland Revenue
Te Tan Taake

&

owledge

D=

Dependencies J

Y oM
@37 (=
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The elements of the Model are defined in the following table.

Element Definition

Dimensions Dimensions are representation of concepts that underpin
quality. Some of these concepts are specific or intrinsic to
the data, information, and knowledge, and some concepts
are about how the environment that data, information, and

knowledge exists in can affect the quality ata
information, and knowledge. CJ

Examples of intrinsic quality concepts are ascuracy,
completeness, consistency, and ency. Examples of non-
intrinsic quality concepts are availability and gﬁaﬁgty

Measures Measures are defined w §sess the/ \N\N\yf an aspect
of quality. Measures antlta i alltatlve in
their basis. They rse or i the|r degree of
assessment.

For example: %ﬁlnmg the cy of data could be
measure parln t |me the data was updated

compa to ow.

<@j‘:ﬁlds are de r@d ‘measure values that represent
s

ing materi ractice.

ight be considered current enough for a
as last updated within 30 days of its use.

ust be clear and unambiguous in their definition
entations of measures can be trusted across
muI le implementations. In practice, it is necessary to have
ust governance and management around quality
v easures.

Controls are mechanisms that reduce quality issues arising.
) Controls can be applied prior to a point in a data,
@ information, or knowledge supply chain where the quality
matters most. These are preventative controls. Controls can
also determine that a quality problem exists after the fact
and inform roles or processes that action is required to avoid

( the quality problem increasing. In this regard, controls
manage specific types of risk.

Controls can also introduce risks and this needs to be
considered when deciding to implement controls.

For example: a field on an input form could examine the data
input by a person and if the data doesn’t meet a specific rule
the data could be rejected before being accepted by the
information system behind the form. On first glance this
appears an excellent change to apply to reduce receiving

6
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Element Definition

poor quality data. However, it is possible a person does not
have data to input that conforms exactly to the fields
validation rule yet it is good enough for a person to inspect
and make sense of once it is in the information system.
Rejecting data using validations rules can annoy people trying
to provide the best information they have. As aresulta

person might give up and not provide any information, /x
essentially an “own goal” on the part o designer\CJ

Controls must have control owner seare roles
responsible for ensuring contro reliably in place and are
being routinely assured for their e ivene&

—

Implementing and maintaining controls ?/ cost and

with benefits. Ideally. and b @ control is well
understood and thi & utes t e ree of investment
in it. Q/ /

Treatments Treatmen %&/itiesc rried”
implemented that intenti

information; and kno
c f@ls O —
i ntrols, Fr/ ts come at a cost and with benefits,
/\ these e understood to determine the
\@ ppropQ&t vel of ongoing investment in a treatment.
i rols, treatments can also introduce risks and

An ec
; ; t %s need to be considered when deciding on and
applying treatments.

r example: It may have been determined that a collection
g @ of data, say customer correspondence addresses, can have
@‘] @ its quality improved if it is combined with another collection
‘//B of data, perhaps to add missing address details. It is possible

\t/) the address details that are to be added, perhaps customer
% physical addresses, do not represent the same thing. The

or mechanisms
ffect the quality of data,
ome treatments are also

result of combining these two collections of data could be a
trusted collection of misinformation. There is another risk:
3 that data is poorly combined and data not intended to be

L/ updated becomes updated and reduces the quality. In both
cases, robust due diligence and recovery options can mitigate
the risks to a degree.

This Model does not dwell on measures, controls, and treatments. These should be defined
in subsequent documents such as Specifications.
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However, the quality dimensions are covered in detail in this Model as they are generic and
underpin measures, controls, and treatments.

Quality dimensions

Quality dimensions represent quality concepts. The Model organises these dimensions into 3
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Data and Information Quality Model — Quality Dimensions

Rights

Discoverability &
Availability @ @@
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High-level quality dimensions

Dimension Definition

Fitness for purpose | The degree to which data and information meets specific quality
requirements.

Fitness for purpose is context specific, meaning the purpose to which data
or information is to be put is fundamental to determining if it is of suitable
quality. Furthermore, quality requirements must be determined and

specified in a way that allows for the quality characteristics of data and/ /™

A consequence of this is the necessity to be clearaboutthe purpos
which data and information is to be put, an ecify quali
requirements that are purpose specific and that can be m a“TJ on an

ongoing basis. ‘

Fitness for purpose often involv ultlple quality
dimensions that span UsabWar\

Usability The degree to which a p \GI/ ystem can pr cess data and information
efficiently and effecti%\ specific ‘t@o e and context.
Usability is a consolidationof seve i concepts that can be defined

as quality dimens /For this

Rights, Dis ér\ablllty,Avall ility, Aceessibility, Understandability,
Cohere <lestency, ighi

Reliability I(e\ gree'to which 9 yor system can trust the integrity of data and

s. For this Model those dimensions are: Relevance,
Accuracy, Pr n, Completeness, Coverage, Uniqueness, Credibility,
Aut@icity, urrency, and Latency.

? nfora s .
lity is a<c %a ion of several quality concepts that can be defined
quality e

Dimension Definition

Existenc Data and information has either been generated or collected.

This is the most fundamental quality dimension, upon which all others
depend. An existence issue occurs when Inland Revenue does not possess
nor have access to content addressing the subject matter.

An existence issue does not arise where one part of Inland Revenue holds
data, information, or knowledge, but it cannot be accessed by others who
may get value from it. In this case the quality issue may be a matter of
rights, discoverability, and/or availability, and should be treated
accordingly.

Rights A person, organisation, or system has the rights to access the intended
data and information.

This dimension describes whether a person, organisation, or system has the
right to access and make use of the data, information, or knowledge for a

10
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Dimension Definition

particular purpose. Rights encompass legal authority, privacy, and ethical
considerations.

This dimension should not be mistaken for Availability, describing the
ability to access data, information, and knowledge. A person may have
physical access to data, information, or knowledge, but not the right to use
that information, or vice versa.

Discoverability A person or system can identify that data and inforr@xists. J
A discoverability issue means people or systems can specific-dat

information, or knowledge when they need it

This is different from Availability, being unable ccess the data and
information. Discoverability and availability issues often co-exist, for

example if data or information is st ﬁnpl;ivate rep@g e person or

system cannot access. & \ J

Availability A person or system can ac \i\nténded a a\gﬁ\formation when
needed.

Availability concern %ﬁ&s or sys y to access data and

information whe itz%\e ed, ind of their rights to access and

use the data and%ation.

If a person’orsystem cannot (Qsﬁghe data and information due to it
being i:(d or prot igital rights management technology
then@ tiaIlyW { le.

Accessibility I*/L Y cessible%ba\{gd information is via a person’s senses or a

stem’s sensors:-
ccessibil@% ises that data, information, and knowledge must be

able to be processed to be useful.

v For : a date could be incorrectly constructed and consequently not

b e t0 be interpreted by software or people.

@‘] §2 her example is information presented for direct consumption by

/C ople yet the information is presented too small to be read by an
<§ \ audience, or as a combination of colours that some people cannot visually

differentiate.

% Accessibility should not be confused with Availability. In more general use

of the term “accessibility” it can be a synonym for availability. Availability
as used in this Model is about data, information, or knowledge being
@ “within reach” when it is wanted.

Understandability | Data and information can be comprehended without ambiguity.

Understandability describes a person’s or system’s ability to consume and
make sense of data and information so it can be they can be used
appropriately. This is dependent on both the information supplied with and
about data and information, and on a consumer’s knowledge and ability to
interpret this accompanying information.

11
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The accompanying information is often referred to as metadata and comes
in a few conventionally classified types:

e Descriptive metadata: Descriptive information about data or

information. It provides the user with enough information to

understand what the data or information is about. It can be used

for discovery and identification of data and information.

Structural metadata: Information about the cortainer data or

information is packaged in. Examples of co t@re files fo j
ata.

documents, and database tables and colum

¢ Administrative metadata: Information’t p manage the
data and information. It permits a person, organisatioh, or system
to understand the permitted and disallowed uses aand

information, and any obligations)r
and information. )

e Reference metadata: In n about c nts and quality

of data and information. It mits t ﬁganderstand whether

the information reso gr:\d is fit for purp It includes the value and
risks of the in rTnﬁt\lt}n resource

e Process meta '\Informati
handled data and inform

permits the-usér to u

hat(details the processes that have
urce during its lifetime. It

where the resource has come from,
as changed, often referred to as

has,used it, and i
@% r provi@ cludes the creation, transformation,
i ion, a)? is details.

7
Coherence D\a{ d informa{i@reconcilable with what it represents.
\Coherence ﬁe\% degree to which data and information are logically
onnecte% ually consistent. This means that people and systems
can know that'the same concept or item is represented by specific
O L without this being clearly communicated, and that different terms should
not be used to refer to the same thing without this being clearly

KQ/ communicated.
E?@ Coherence is particularly important when wanting to link multiple datasets.

If the columns/fields being linked don’t represent the same thing then the

columns/fields cannot be used this way and potentially reducing
opportunity for significant value.

@ In practice, references and terms change over time, location, and business

context and this cannot be avoided. However, it can be minimised through

explicit management of data and information design and accompanying
metadata.

Consistency The degree to which a collection of data or information has no internal
contradictions.

12
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Dimension Definition

Consistency applies to the multiple instances of a data, information, or
knowledge item. Specifically, that the multiple instances of an item are
aligned with each other.

For example, a customer’s date of birth might be stored in multiple
locations and should be the same value in all those locations, or consistent
across all those locations.

Significance

appropriate volume for a context. _/

Significance applies to a collection of items. @
Significance is about whether there is a sufficient-number of;@g to

support a purpose.

The degree to which a collection of data or informat@the //X
\\o

@1‘ l/ ‘\%
For example: There only needs to et of instr ct@m; out an
. N
n

c ntended to

inform the same activity co ‘ mental t se of data, the
number of customers in f customers\with particular
characteristics might beat least % to'reliably infer anything

Relevance

W
0

[
(I

D/a(\

Réleﬁ ce is about eader’s ability to determine the specific context

\content sho l%ied. This context could, for example, be a specific
sk, proc nquiry, decision, or project.

An example of'a potential relevance issue is an article titled “Cease a repaid
loan "”. From the title alone, it is unclear whether the article relates
nt Loan or a Small Business Cashflow Loan. The reader would
ne
e

| le for a particular purpose and context.

collection in which the content is published.

Accuracy \

)

additional information to make a determination, such as metadata or
How closely data and information represents something (includes bias).
Accuracy is about close a representation of something is to what it
represents. The closeness of representation might be valid for a particular

purpose and at a particular point in time; in other words, accuracy is not
absolute.

\Pr{cision

How specific the data and information are in their representation.

Precision is about the level of specificity or detail data and information
includes.

For example: A person born on 18 September 1968 could be described on
27 April 2023 to be 54 years old, or between 50 and 55 years of age. Both
are accurate but the former has a higher precision having a granularity of
one year as opposed to five years.

13
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Dimension Definition

Importantly, Precision does not in any way speak to Accuracy. Data could
be highly precise yet wrong.

Completeness

Data and information content covers all the relevant aspects.
Completeness can be well explained with an example.

Consider a customer physical address which has the address elements of
dwelling name, dwelling number, street number, street hame, suburb,
town/city, region/state, and country. It might be defi particul@
purpose that some specific elements must be poy idered a
complete address. Importantly, an address bej nplete does no
the address elements are accurate or well-fi

Coverage The degree to which a collection describes the expected sce arios within a
context. 7 \
J
Coverage applies to a collection information, o wledge. Itis
similar to Completeness, ex appliesatab er scale, spanning
multiple records or collecti
Coverage is about w llection o formation, or knowledge
is sufficiently ind{li panic% e at a point in time.
Uniqueness The degree to thet co one instance of the same object.

L

Unique sQ\p}l estoac i %ata, information, or knowledge. It
e\incidence o @e hing within a collection.
e: acust might be represented with a system once, or more
ce. If a cust should be represented only once but is

ice t a Uniqueness problem exists. Such a problem could
me transactions were associated with one of the
customer records and some transactions were associated with the other
custhrd. This situation would be frustrating for a customer, and

t

reputationally damaging for the organisation responsible for the
i ity of the customer records.

% degree to which data and information is considered trustworthy.

Credibility is an aspect of timeliness. It is the subjective counterpart of
Authenticity.

Credibility is about how true the data, information, or knowledge is
considered to be by the party accessing it.

Credibility can be influenced by the consumer’s own knowledge. If it fits
their existing understanding and/or biases, it is more likely to be accepted
as credible than if it clashes with their current knowledge.

Authenticity

Data and information are regarded to be a true representation.

Authenticity is an aspect of trustworthiness. It is the objective counterpart
of credibility.

Authenticity is more concerned with the source of the data, information, or

knowledge than with whether it “rings true”. If the presented data,

14
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Dimension Definition

information, or knowledge comes from a trusted and reliable source, then it
should be regarded as authentic.

Currency Data and information are up to date at a specific point in time and use.

Currency is an aspect of timeliness and represents the version of data,
information, and knowledge. For some purposes the most recent version

might be required. For some other purposes a history of.versions might b
required. @
For example: knowing the version of legislation that effecta oint
in time is important and a Currency matter. AV

Latency Time between data or information existing ar\\d@ing avaij B%) a person
or system. /\\ T
information| @1

obeu L ¢y is an aspect of

Latency is about the delay betwe
something existing and it being a@
timeliness but should not b @ with C nc ich is another
aspect of timeliness.
oranch and completes a
e funds to be deposited, the

the deposit details might not be
immediately entered into the stem, and instead is input as part of
alarger b t@t he end . The customer will not see the deposit
of fu their account(until their account details have been updated.

wledge about

—

For example: when goes i
deposit form and hands this to a telle
form is date and time_stamped.

if there is material latency in the data,
dge being accessed as the latency may affect its

on of the Model

ThisModel inforn
treatments, a
together i

‘y‘q efinition of data, information, and knowledge quality measures,
rols. These measures, treatments, and controls can be brought
pecification documents, or similar formal definitions.

Tore e potential value of these definitions they need to be operationalised in the
quality measurement components and configuration, executed treatments, and

fo
(@ nted and assured controls.

For example: When Inland Revenue supplies data to another organisation, that data
should be checked by automated processes once it is produced and before it leaves
Inland Revenue. The quality checks that are executed would be determined by both
Inland Revenue who best understand the data, and quality checks agreed to by
Inland Revenue and the consuming organisation. These agreed quality checks would
be itemised and defined in an operational agreement of some kind and held by both
organisations. These quality checks would be included because it is understood by
all involved parties that data falling outside of the quality requirements these checks

15
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assess might result in incorrect decisions and actions being undertaken by the
consuming party. This in turn could result in detrimental impacts on people and
organisations.

The results produced by running these quality checks should accompany the data in
a machine-processible quality report.

Any problems found during the automated checks should be investigated and

resolved, then the data reproduced and supplied to the consumij rganisation

Upon arrival at the consuming organisation, the data should have omated-g @
compared. Any quality exceptions should be investigatéd and might résult in
Revenue being contacted as part of an investigatk@

To achieve all the above, effectively and effi % ’aﬁires IId parties to
understand the value of implementing qua ' s - thi % o the purpose for
which the data is being used, its value @s s arisin the data being not fit
for the purpose. The above also re es allinvolve ies'to agree on a set of
quality measures that impleme ity co ﬁ%nu?ined in this Model as
Quality Dimensions. The impleme qualit@ re quality controls, and these
have owners, costs, and risks associated with them. When a quality problem is
identified, treatments v decided 3 gted —these treatments have owners,

[l

costs, and risks.

Importantly, this Modi es the ent and comprehensive definition that shapes
ow|

data, information,ﬁ edge easures, treatments, and controls.

16
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Responsibilities

Responsibilities for the management of the Model

Role Responsibilities

Business Owner Accountable for ensuring the Model is fit for purpose, is

broadly known to exist, and is actively being used when and
where it should be. @ //\

{
\

broadly known to exist, is actively'bei sed when a
where it should be, maintaining'th odel, a d%g the

oint of contact regarding risks and issues about: Model.
: gerding sk and isues stiolts

Document Owner Responsible for ensuring the Model is fi %rposek/

All Inland Revenue Responsuri ;
employees, contractors, appropri odo according to their responsibilities,

SO and
and consultants 'ré?orting risk@ﬁes about the Model to the
ent Ov\(ﬁa\\

17
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The Model is largely a consolidation of elements that are globally well accepted as

The origins of the Model

foundational to good data, information, and knowledge quality management. Those
elements are:

e Quality dimensions

e Quality measures &
e Quality treatments

e Quality controls

The quality dimensions are a consolidation of quality concepts eral sources,
including:

e Inland Revenue’s Data Science Team <‘%

e New Zealand Government Web Accesshhty@ 1.1 es W3C Web
Content Accessibility Guidelines 2.1) %

e Quality Framework for OECD Statlstl

e Conformed Dimensions of Data Q

e |SO Standard 8000-8:2015 Da Part 8;1In |on and data quality:
Concepts and measuring

e |SO Standard 25012: Zo@ware engi @mg? oftware product Quality

Requirements and Eva (SQua@ quality model
a novel o the Model and recognises the real-world

usability considera 'n ga mgd ta, i atlon and knowledge. See the Appendix
section How th

nd on each other to understand the precedence
Rights enacts
reproduc bel

@ n, orga r system has the rights to access the intended data and
matio

Thls di sion.déscribes whether a person, organisation, or system has the right to access
and%S of the data, information, or knowledge for a particular purpose. Rights
o sl

imensions. The Rights quality dimension definition is

egal authority, privacy, and ethical considerations.

dimension should not be mistaken for Availability, describing the ability to access data,
information, and knowledge. A person may have physical access to data, information, or
Q nowledge, but not the right to use that information, or vice versa.

The draft of this Model was consulted on with over 130 Inland Revenue people during 2021,
covering it application to data, information, and knowledge. The Data and Information
Quality Working Group endorsed the interim use of the Model for optional adoption and
evolution.
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How the Quality Dimensions depend on each other

Some quality concepts are dependent on other quality concepts, and this can be reflected in
the quality dimensions. For example, data or information must exist before it can be
discoverable, so discoverability depends on existence.

Dimension

Discoverability
Understandability
Coherence
Relevance
Consistency
Significance
Precision

Existence
| Completeness

Uniqueness
NAuthenticity

Existence '\

Rights <P = '&(‘) '
L
Discoverability v 7
Availability v
AV
Accessibility

Understandability

Coherence

Relevance (& v %
Consistency &(w v ¢ 4
Significance \/ VI I VA

Accurdc Vv < VA
,\ \\\
v Vv

< < < < < < <
<
<
\ <
%
/////

ﬁv%iiory | ///W v
(N
Completeng&\/g\// v v v
Co%% v v ¥ Vv
| /g{rﬁf@ess v v ¥ Vv J
| Cferﬂ‘ibility v v ¥ Vv « V v
Authenticity v v v Vv
Currency v v v Vv
Latency v v v Vv
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When the Model is effective, reviewed, and what
it replaces

NS
(f@%thorisation

This Model is approved by the Data and Information Quality Working Group, and authorised
by the Intel Leader Enterprise Information and Knowledge

Date: 9™ November 2023 Signature:
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Not in scope

About this Document

The purpose of this document is to fully consider all privacy risks this proposal raises and how
they will be mitigated. If you have completed the Privacy Threshold Assessment, information
from that document can be included. The Privacy & Ethics Impact Assessment (PEIA) will
answer the following questions:

¢ Does this proposal fully comply with the Privacy Act principles?

e Have all risks been identified, and mitigations proposed? &

e Are we satisfied personal information is appropriately managed he propos n

proceed? ; i

Document version

Version Date Section Pa% escn;{;:@) By

V/

5
Document contributors @

The following Inland Revenue bl{@% groups ha@@ consulted on the project.
Name W ( &> > Business Group

v\?/
Document@gﬁ @

Name \/ﬁole & Business Group Sign off date

: N
BV
&
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Te Tari Taake Page 2 of 18



Not in scope

[DJeTel¥] 3 aT=Y oYl ol ) o ¥l g oYU o] o3 PPN 2

[T Yol B 1 9 =Y oY =3 o[ Ee) o 2
1.1 [ o) [=Tot =¥ [ 5 o1 o o T-1 o V2P 4
1.2 Scope of the @SSESSMENT.....iiiiiiiiiiiiii e r e e e e s e e s e s e araeaneneanenes

R T € o117 o P

2. Personal Information

2.2 Authority and access
2.3 Information FIOWS ....cuviiiiiiiiii e e

3. Privacy AssessSmMent ...cucverumrmrsmrnnssssssssnssssnsnssnsnsionngss .

3.1 Privacy principles and responses............c.cceuu.., . .........

4. Ethical Assessment......cccveimrerarerararansnnnnss @ ........ d%y .......................... 13
5. Algorithms and automated decision m ........... & ............................... 14
6. RiSK ASSESSIMENT .......cviniiiiiiiii e T i e er e e e Ko e Toms s n e n s nsa s nra s nrasnnnnennnnenes 17
6.1 Table of risks and mitigations .... o

6.2 Summary of risks.......cccvuvnvnnenn.

7. Recommendations ......... <<>> ...............
&9

Inland Revenue
Te Tari Taake Page 3 of 18



Not in scope

Introduction
1.1 Project summary

Describe the project, background to the initiative and what it intends to achieve. For instancg'

explain context and reasons why the project is being undertaken
any assumptions underlying the assessment
deve

whether the project is a one-off initiative or part of on-goin

S 16 *-
benefits to business f % |
Jjustification for collecting or using personal information project
Note: this summary can be copied from the Brief Privac Sis docu it has already
been completed. E%

1.2 Scope of the assessme @

Describe what the PIA covers and t it doesn t r."For example:
What parts of IR, wh| or sys ded7
What are the inform nage sses that the PIA will consider? (ie.
Collection, storag cess, r ionor dlsposal of personal information)
e What assumption been m
1.3 G|O%
v
Lo
Ter\ri\ Meaning

)

&

Inland Revenue
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2. Personal Information

2.1 Information to be used

Identify and describe the personal information to be used in the project, ie full name, pho
number, financial details, family relationships. @

information rmati
e.g. full name

Type of personal Source of information é%puse of using N)(e
i
)

()

2.2 Authority and access @ &
Explain if this information is already held ew p o@ormation will be collected,
under what authority, and who will have.a to inf@y.

2.3 Information FIOWS@:: @

Document the flow of personal informatioc clearly illustrate how data is collected, how it
is D€

circulates internally a ow it is dissem ed beyond IR. If relevant, show current and
future state so t ifferences a e at a glance.

%
&
&

&

Inland Revenue
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3. Privacy Assessment

3.1 Privacy principles and responses

The following table lists the relevant excerpts of the Information Privacy Principles1 (IPP) and
responses to each for this particular project.

Note: adapt your approach to the issues at stake. In some cases, the %@is will b?@&

one or two issues. If an IPP is not relevant to the project, say so but Id at lea
consider each principle.

Y

IPP 1 Purpose of collection

Only collect personal information if you really need it; @ ’

e collection must be for a lawful purpose conn@wth a fu% activity of IR;
and

e collection must be necessary for that &

ndividual is collected does
gtion, then don't collect

If the lawful purpose for which personal ion ab
not require the collection of an indivi ntifying-i
identifying information.

\\//
Summary of how IR wil %?

Explain what personal infor eing cof d and why IR needs it. How will it enable IR to

operate? Are you only colle hat you eed?
If you hav d any ri mplymg with principle 1, complete the Table of risks and
mitigati

@
<
o)

1 Office of the Privacy Commission | Information Privacy Principles - http://privacy.org.nz/news-and-publications/guidance-
notes//information-privacy-principles

Inland Revenue
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IPP 2 Source of personal information

Get it directly from the person concerned wherever possible. You can collect from another
source if:

e the information is publicly available

e the individual concerned has authorised collection from someone else
e non-compliance would not prejudice the interests of the indivi cerned @
e jt's necessary to collect the information to uphold or enforc or protect

public revenue
e compliance would prejudice the purposes of the co//ecg@

e compliance is not reasonably practicable
7N
rson c

Summary of how IR will comply:
Where is IR getting the personal information from? If not the oricérn xplain why not and
what bullet point exception above is relevant. If theinfo ion is alr eld by IR, explain whether
erma
=/

the person initially provided it themselves. Is th§ ing the n for a directly related
@
\
O =
(N

purpose to why it was obtained?
'(er nciple 2, complete the Table of risks and

If you have identified any
mitigations. /\

A%

IPP 3 Te@% what ou’re\yZing to do with their information
At the of collectior %st tell people:
that infori ;u are collecting
o ‘what you@ to do with the information
Cij
i

e intend nts of the information
e whe oluntary or required by law (and any consequences if they don't
provide
. j of access to, and correction of, their information.
&n ‘t have to do this upfront if you believe:
non-compliance would not prejudice the interests of the individual
e jt’s necessary to collect information to uphold or enforce the law or protect public

revenue
compliance would prejudice the purposes of collection
compliance is not reasonably practicable

Summary of how IR will comply:

Inland Revenue
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How will IR tell people everything in the bullet point list? Is there a privacy statement or policy that
people will be directed to? Is this a one-off exercise or are there on-going implications? If we are not
going to tell people what we’re doing with their information, which of the exceptions applies?

If you have identified any risk to complying with principle 3, complete th i
— <

IPP 4 Manner of collection of personal information

Only collect personal information by means that are lawful, fair and does n de to an
unreasonable extent upon the personal affairs of the in - oncer@

Summary of how IR will comply: @ @
How is the personal information to be collected? What-method is being.used? If a recording device will be
used explain why and whether people will be told

<> L %;

—

WO

If you have identified an k omplyi
mitigations.

A%

IPP 5 Storag security of pérsonal information
IR must Mat:

4

Summ \gghow IR will comply:
What steps aretaken to keep the information safe? Safeguards can be physical or technical. Does the

f design enhance privacy and security? Are the security measures commensurate with the
sen ity of the information?
Con where the information will be stored and controls defining who may access it, is there an audit
trail? Will there be external access to a system, has it received approval from CISO? Will staff receive
training? Are there mechanisms in place to identify data/security breaches?
Are there documented security procedures for the collection, transmission, storage and disposal of the
information?
If third parties are involved, they must sign the IR820 Certificate of Confidentiality.

Inland Revenue
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If you have identified any risk to complying with principle 5, complete the Iable of risks and
mitigations.

IPP 6 Access to personal information
Where a person’s information is held in a way that it can be read:ly% I, they ar@

entitled to:

e obtain confirmation of whether the information is held

e have access to their information (subject to the T /n tratlon
withholding grounds in sections 49-53 of the Pri

Summary of how IR will comply:

If an individual asked for access to this information, read/l riev, e? Would there be any
reason to withhold it from a requester? For instance;.a re may b r ed in some circumstances if
doing so would prejudice an investigation, or wo ch someo else s rivacy.

IR has processes to enable individuals est acce ssto'their personal information. This can

be done through myIR and there is-also in rmatiofi-on main IR website about making

fers to ma M ivacy Act requests.

@rcess or an individuals’ ability to request
access to their informati rsonal ation used will be able to be retrieved and
provided to on request [ th|s if not correct].

If you have identified any rlsk toc ylng with principle 6, complete the Table of risks and

mitigations. :

Ir@rm

rsonal information

Everyone is
. at their personal information be corrected; and
o i not corrected, have a statement attached to the original information saying

at correction was sought but not made

NS
Summary of how IR will comply:
If IR is made aware that incorrect or corrupt information has been obtained, can it be corrected? Is there
a process for customers to dispute information used? Are there limitations to IRs ability to correct, for

instance character limits in data fields or unable to flag incorrect information?

Inland Revenue
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If you have identified any risk to complying with principle 7, complete the Iable of risks and
mitigations.

IPP 8 Accuracy of personal information to be checked before use

accurate, complete, relevant, up to date, and not misleading.

Before using personal information, reasonable steps should be taken m@m itis

%
Summary of how IR will comply:
Explain what steps are taken to ensure the information is accurate before\it’is used. e information
been supplied directly by the individual or been checked with the individual? Is the automated or
is human judgment applied? How damaging will it be if informf%i wrong or g? (The more
damaging it will be, more extensive steps should be taken eck-accuracy).

If you have identified any risk to complyi inciple 8, \complete the Table of risks and
mitigations. ? \ i
//ﬁxg

IPP 9 Don’t keep perso% atio than necessary

Personal information m than needed for the purpose for which we
collected it. %

Summary of hc@&lomp@
How long will IR hold-the information? Ask the IKM team if there a requirement under the Public Records

Act to keep thi ation o%ﬂc time. If not, what would be a reasonable time to keep it and
how will it be disposed of? 1 o tion is shared with a third party, how long will they hold the

Inland Revenue
Te Tari Taake Page 10 of 18
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IPP 10 Limits on use of personal information

Only use personal information for the purpose you got it for, unless:

it’s used for a directly related purpose
the source of the information is publicly available
it’s necessary to use it to detect or investigate an offence or assist, court or trib
proceedings
e jt's necessary to use it to protect public revenue

Summary of how IR will comply %

Outline all intended uses of the information and, in particular, ifinformation m may r another

purpose than it was collected. Be clear about the purpose for _the infor a /ew your

response to IPP3 and why you said you were collecting the jon) - is customers will
or wh btained, how do you

expect or been told?

If you're using information for a different purpose from
justify this?
If you have identified any rl@lymg vy( pIe 10, complete the Table of risks and

mitigations.
IPP 11 Limits sure @al information
Only disclose p lnformatlon ou’ve got a good reason such as:

ou to disclose
urposes for co/lectlng the information (and people were

ry to disclose it to protect public revenue

Sum%})how IR will comply:

n circumstances when the personal information may be disclosed, who may receive it and
t purpose. Note: this does not include circumstances that are not foreseen at the time of

col n. Does the Tax Administration Act permit the information to be disclosed?

If you have identified any risk to complying with principle 11, complete the Table of risks and
mitigations.

Inland Revenue
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IPP 12 Disclosure of personal information outside NZ

Only disclose personal information to foreign persons or entities if it:
e js carrying on business in NZ so subject to the Privacy Act OR
e js subject to privacy laws that provide comparable safeguards to those in the
Privacy Act, OR

e js required to protect the information in a way that provides co ble safeg s
(in contract or by agreement)

e js a participant in a binding scheme for international disclosur; erson
information prescribed in regulations by the NZ Govern @

Summary of how IR will comply:

Is personal information being disclosed overseas? If so, has IR arti =d-out appro 'iligence
checks required under this privacy principle. The OPC has ¢ d adecision A«- this principle. Note:
It is not considered a disclosure of information to use clou if they-are only holding the

information for safe custody or processing. @ i é
< % ? I.H,

If you have identified any risk t@lying with
e ©

e 12, complete the Table of risks and

functions effi

IPP 13 Unique i @
Unigue identiﬁe% ot be % to individuals unless this is necessary to carry out

If assigned, must bgi;% to ensure that it is assigned only to an individual whose
identit learly esta nd risk of misuse of a unique identifier is minimised (for
exa/ﬁp{e, showi/ng t ed account numbers on receipts or in correspondence).

_/

I ill comply:
being used? If so, is this a new use for that number? Is a new unique identifier being
ned to people? If so, explain why this is necessary?

Summary of ho
Is the IRD numpb
created an ig

&

If you have identified any risk to complying with principle 13, complete the Table of risks and
mitigations.

Inland Revenue
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4. Ethical Assessment

Using and analysing data can introduce risks around the illegal or unethical use of data. IR
must ensure it has ethical data practices and processes to maintain customer trust.

Processes and systems may discriminate at the input stage, perhaps because information
going into datasets is biased against some individuals or groups, or the
information in ways that are more intrusive with respect to some indiyi
others (without good cause), and/or at the output stage, when th iméndatio;

system or process may discriminate without cause. ié

Does the initiative use Y/N If yes, ex urre \eb
ethical data practices? @

Is the proposal likely to result in
some members of a group being

treated differently to one
another?

Will the proposal have an impact @
on vulnerable people or those @

identified as disadvantaged? Q

Will the proposal discrimin @
against some people? @\

Can you foresee any ha n@/
individuals in usi data in
the way intend@

Are we id in \ﬁd managing
bias or {% tion?

Does<th atob ea\f
spec y identi or a

Maori collective?

Have you ﬁﬁk%jged how the
proposal ibutes to the
activ ion of Maori
interests?

&)

Inappropriate use of data may result in discrimination of subjects either directly or indirec&

Y

Inland Revenue
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Not in scope

5. Algorithms and automated decision making

Complete this section only if the initiative will involve algorithms or automated decision
making.

The Algorithm Charter for Aotearoa New Zealand is a commitment by government agencies to
manage how algorithms will be used to strike the right balance between privacy and
transparency, prevent unintended bias and reflect the principles of the Tr;aty of Waitangi&

IR signed up to the Charter and commits to making an assessment of t act of decisio

informed by our algorithms. We further commit to applying the Algor rter
commitments as guided by the identified risk rating. @

Delivering clear public Y/N If yes, ex @ our res \s§/
benefit < Q >

Who will benefit from the

development of this system? Q

Have any assumptions been %

made in design or planning?

Is it likely people will suffer an
unintended adverse impact as
result?

Have associated policie
decisions been evaluate
fairness and potentialtbias;and

have a solid grcz@gn in law?

Ensure data\ﬁ}(fér puw
i A%

How %@prea \?

conﬁ%and complete'is the
data lity? (T Yy already
have been ]

We we identifying and
managing bias or
discrimination? (This may
already have been answered in
the ethical assessment)

Transparency

Inland Revenue
Te Tari Taake Page 14 of 18



Not in scope

Are data use and analytical
processes well documented, and
the decisions they inform
described in clear, simple, easy-
to-understand language?

Will decisions be explainable and
auditable?

Are there real-time feedback
loops and a ‘kill switch’ if post-
deployment bias is found?

Have our customers been
informed about how the system
will work, and how they may
seek more information or
exercise review rights?

Understand the limitations

data?

Do any limitations exist in term
of the collection or use of the @

might lead to h'
representation

Human@ t

ns infi
algon s invol
Judgement a tlon'?

Canw o see how well the
algo is orklng compared

decision-making?

W1II the automated decision-
making process be regularly
reviewed to make sure it’s still
fit for purpose?

Inland Revenue
Te Tarl Taake

Page 15 of 18



Nominate a point of contact for
public inquiries about
algorithms, and provide a
channel for challenging or
appealing of decisions informed
by algorithms

Inland Revenue
Te Tari Taake Page 16 of 18



6. Risk Assessment

6.1 Table of risks and mitigations

Using the table below, describe the privacy risks you've identified through the privacy
assessment and how you propose to mitigate and manage those risks. See the Risk Rating

Tool at Appendix 1. ‘

Description of risk Consequences Existing Suggested
for IR or controls that | action te

individuals help manage | reduce or
risks mitigate risk
identified

which is not considered necessary

for IR to carry out its functions (IPP @
1) %

Example: There are insufficient
controls to prevent unauthorised @

access to datasets (IPP 5)

Example: Informatio thered i: >\/</\
associated wit e-wrong taxpa

or entity & IPP 8)

Ex : ‘ormation ept for

Add a narrs ary of the project risk assessment, including an assessment of the severity of any

RSK- Example: Information is collected @
01 < %; >

Example: Information ob.
disclosed to agencies t
entitled to it (IPP 1

s (ie. could individuals or IR be harmed if the risk is not mitigated?).

rseeing the project or arranging for an audit to be conducted.

potentia
A out how the risks may be controlled in future, for example having a governance or working

Inland Revenue
Te Tari Taake Page 17 of 18
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7. Recommendations

Based on the suggested actions in the risk table, below are summarised recommendations to
minimise the impact on privacy. These should be agreed with the senior responsible owner5.

Ref Recommendation Agreed Y/N
R-01

I
N
S

Inland Revenue
Te Tari Taake Page 18 of 18



Privacy-Threshold
Not in scope ‘ Assessment Template

Privacy-Threshold-Assessment updated Sept 2023

Inland Revenue
Te Tari Taake

[Initiative name]
Privacy Threshold Assessn@t @&

Supply ID: @
About this Document @ &
The purpose of this document is to demons@ privace n considered in a project

or process that involves personal inform € Analy < together relevant information
to determine whether a full Privacy Im sessme hould be completed and records
IRs decision of why a PIA has not nd LIt W*IQS the following questions:

1. Does this proposal involv ay of ging personal information?

ighificant pr'@ﬂ for IR?

S NG
S

2. Does the proposal raise

3. Is a full privacy impa ment r

f the initiative including how many people will be affected or

1.2 P@%f the change

Des k@re existing process/system and explain the problem you are addressing and the

p the change.

1.3 Public benefit

Is there a clear and demonstrable link between the proposed use/reuse of the data and a
beneficial outcome? Describe how it will benefit IR or the public or projected benefits to IR or
to the individuals affected.

Inland Revenue
Te Tari Taake Page 1 of 8

9 |



Not in scope
Privacy-Threshold-Assessment updated Sept 2023

1.4 Privacy Enhancement

Privacy impacts can be positive (privacy-enhancing) or negative (privacy-invasive). Describe
how your proposal is going to enhance the safeguarding of customer information eg
information that was previously stored in spreadsheets is now in a dedicated repository; the
number of transactions in a process have been reduced.

1.5 Personal information to be used @ @&
In the table below, describe: @

e the personal information that will be collected, use or’disclos ;
e the source of the information
e the purpose of the information for your proj @
Note: “Personal information” is any informati @an id 4%5? iving person. A
person doesn’t have to be named for the i@tion to b@//:%t' ble.
Type of personal Sour@nﬁatio \)/P>urpose of using the

information information

e.g. full name /\ Qb
N ()

1.6 Governance

Outline who has ;gaged to@ncluding sponsor or senior leaders, groups that have
an

been consult pprovals/endorsement to date.

Na Mon or r}xygyb Business Unit Approved, Consulted,
@ & Informed etc

vacy assessment

2.1 Areas that are risky for privacy

Some types of projects are commonly known to create privacy risks. If the project
involves one or more of these risk areas, it’s likely that a full Privacy Impact Assessment
(PIA) will be valuable.

Inland Revenue
Te Tari Taake Page 2 of 8



Not in scope

Privacy-Threshold-Assessment updated Sept 2023

Use this checklist to identify and record whether your proposal raises certain privacy

risks.

Does the project involve any of the
following?

Y/N If yes, explain your response

Does the initiative involve a substantial
change to an existing policy, process or
system?

& G

Is it linked to a practice or activity that is
listed on a risk register?

Collection

OV
Y/N @?}e?expl?ig@response

Will IR be collecting personal information
that it doesn’t currently collect?

3

Is collecting this information necess@
for IR to carry out its functions? /1

/)

Where or who is the infor
collected from?

= O

Storage, security, ‘w@entlon

If yes, explain your response

Does the initi \Q){je the%
information

personal or se
stored, Wr mana
W@%e infofma ?

e stored?

to the information?

Who will h?vg@

\ﬁ\ﬁ?e information be
ret@

it involve transferring personal

i mation offshore, using a third-party
contractor?

Use, disclosure, and accuracy

Y/N

If yes, explain your response

Is the information currently held by IR?

Inland Revenue
Te Tari Taake
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Not in scope

Privacy-Threshold-Assessment updated Sept 2023

If yes to the above question, for what
purpose does IR hold the information?

Will the initiative use or disclose
information for a different purpose to
why it was obtained?

Will IR be sharing personal or taxpayer
information with another organisation?

S

Describe the data quality - is it
accurate, consistent, and complete?

/o)

What processes are in place to ensure
and maintain data integrity?

<&

©

Access and identification

Wlf ye ex

in your response

Will the information be stored on a
customer or staff member’s record?
2N

Does the initiative affect ho @ can
access information IR holézg>> them?

O

o8

Does this involve a e@ of
identifying individ%

Y/N

If yes, explain your response

Other conS| @y\ﬁs
(o] achl urpose of

the
sing /e% ifiable data?

gsﬁ?ised by this use of
q@\

Is
Would’people
their infor
a that customers have freely
voI ered would your project
se people providing this again in
ture'?

Does the initiative involve tracking or
monitoring of movements, behaviour or
communications?

3. Ethical considerations

Inland Revenue
Te Tarl Taake

Page 4 of 8



Priacy-ThreshoId-Assessment updated Sept 2023

3.1 Areas that may raise ethical issues

Using and analysing data can introduce risks around the unethical use of data. IR must
ensure it has ethical data practices and processes to maintain customer trust.

Does the project use ethical data Y/N If yes, explain your response
practices?

Is the proposal likely to result in some @
members of a group being treated

differently to one another? A%

Will the proposal have an impact on

vulnerable people or those identified as O

disadvantaged? @
How are we identifying and managing

bias or discrimination? @

Can you foresee any harm to individuals >

in using the data in the way intended?

Does the data to be used specifically
identify Maori or a Maori collec@ @

& N
Have you considered how t oposal @
contributes to the activ@ n of %
Y/N

Maori interests?

If yes, explain your response

Use of algorith S@A‘F

If using algo itthI is there
confidence>t put is ro nd
assun/'lp\'o € met? >

WiIK%Ens inf
or use“of Al inva

man review and

evaluation?
Will an mgi/ed decision-making
proc gularly reviewed to make

S/A/fe\\l*t\ il fit for purpose?

4. Risk assessment

If you answered “Yes” to any of the questions above, use the table below to give a rating -
either Low (L), Medium (M), or High (H) - for each of the aspects of the project set out in
the first column.

Inland Revenue
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Priacy-ThreshoId-Assessment updated Sept 2023

For risks that you've identified as Medium or High, indicate (in the right-hand column) how the
project plans to lessen the risk (if this is known).

Aspect of the Project Rating Describe any risks and how to mitigat
them &

Level of information handling @
L - Minimal personal information L @

. ow
will be handled )

Medium

M - A moderate amount of High

personal information (or
information that could become
personal information) will be
handled

H - A significant amount of
personal information (or
information that could become
personal information) will be
handled

Sensitivity of the inforr

L - The information will
sensitive (name, IRD
job title)

M - The info m@
consider: ensitive V

name& plusIRD nu ‘
information, biogetriz

H - The inf ill be highly
sensitive | r financial
details; ation about high

ppﬁl\i dividuals)

@cance of the changes

L - Only minor change to existing
functions/activities

M - Substantial change to
existing functions/activities; or a
new initiative

Low
Medium
High

Inland Revenue
Te Tarl Taake
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Priacy-ThreshoId-Assessment updated Sept 2023

H - Major overhaul of existing
functions/activities; or a new
initiative that's significantly
different

Interaction with others

L - No interaction with other &
agencies Low

M - Interaction with one or two Medium @ @
other agencies High ( % > @

H - Extensive cross-agency (that &

is, government) interaction or
cross-sectional (non-government @

and government) interaction

©)

Public impact @

L - Minimal impact on IR and

customers @
M - Likely to have some impact @
on customers due to changes to Medium

the handling of personal @ High @
information; or changes m

raise concern or media a@ @

H - High impact on ¢ s@

and the public, and s over @
aspects of project; wi

despread

media intergs{ li
5. @n’nm ::;rivacy impact

The pri\é@ir\lw)act for this project has been assessed as: Tick

Low<- e>e>is little or no personal information involved; or the use of

formation is uncontroversial; or the risk of harm eventuating is
@Ie; or the change is minor and something that the individuals
concerned would expect; or risks are fully mitigated

Medium - Some personal information is involved, but any risks can be
mitigated satisfactorily

High - Sensitive personal information is involved, and/or several medium to

high risks have been identified. You must complete a full Privacy Impact
Assessment

Inland Revenue
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Privacy-Threshold-Assessment updated Sept 2023

Inadequate information - More information and analysis is needed to fully
assess the privacy impact of the project.

6.Reasons for the privacy impact rating &
u g%@h @

Briefly summarise your reasons for rating the proposal as low, medi %

7. Document sign-off @ ©§

Position Name \) / Busin@git Sign-off Date
A%

Sponsor or Business
Owner %

Privacy Officer @@&1

e Y ©
v@ @
o

Nl

Inland Revenue
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Artificial Intelligence
[IN CONFIDENCE RELEASE EXTERNAL] use case guidelines

Artificial Intelligence use case guidelines

Al use case guidelines:

Al is an area of huge growth. Organisations across public and private sectors are moving to adopt these solutions and
identify the ways that these solutions can support them in achieving better outcomes, and also how these solutions

pose risk. IR has developed an Al staff use policy which will be available soon which should be read first by all staff at
IR to understand what is permitted, and what restrictions have been put in place.

To provide additional guidance on how staff should use these tools the classification information/of question
space is important to understand. The tables below are designed to provide more clari i ases. It
is impossible to represent all use cases within IR in a single view, however this [ated with

new use cases as IR evolves its understanding of this landscape.



[IN CONFIDENCE RELEASE EXTERNAL]

Table 2: use cases mapped to IR examples.

This view has mapped a range of IR use cases and visually shows what kind of Al solutions these use cases can be
leverage. This is not an exhaustive list and requests for additional rows and any questions can be made to
InformationSecurity@ird.govt.nz. Compare your use case against this table to help verify if its permitted. All rows

M A earning




Appendix 1:

[IN CONFIDENCE RELEASE EXTERNAL]

The following definitions apply throughout this document:

Definitions @&

Generative Al
LLM

These are direct interaction models, which describe how t &@Qracts with\\k?ution. A
generative Al/LLM is often used in a question-answer fo uch as ma f the\OpenAl

ChatGPT systems, or MS Co-pilot)
LLM refers to the concept of a “Large language |E! y ereat aI machine learning

s'the loose connection

between height and shoe size) an LLM tries nderstand’ how people talk about the words in a

but merely predicting the words

most likely to answer the query

Al integrated
solutions

These are solutions that alreaw in the Inla vénue workplace, to which the providing
vendor has integrated omponent. e very visible (like a chatbot or assistant) or
more subtle, such as-a

Inland Revenuein. many cases do
these solutio increasin
may nee elopedba

famously used in search engines).

an option to prevent or control the Al component of
be included in all software tools. System specific guidelines
he specific tool and use case.

Machine

Iearning@

ML %@)raditiona yach where an algorithm is provided sample training data and

’5’ arns” felationships in that data (which can be done in a number of ways)
L'can be th the grey “semi-intelligent” space between business rules (below) and
(abo

gzs:\g%n we should have more control of the outcome, being able to interrogate the

>

In an

traini and clearly show relationships / paths from input to output (something that is
an to be possible with vendor Al solutions and LLM’s)

Busines

S —

\'i‘bese are the simplest kinds of computational “intelligence”, this includes decision trees (ex. if
value X is above 100, then go to this step), simple coding logic such as if/else statements and
for/while/until loops.

e.g. Inland Revenue heavily utilities business rules within START to help sort and process

customer requests, Examples: START calculators, leave and timesheet delegations, Excel macros, available to
customer decision trees.
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Customer facing staff
guidance

Customer-facing staff guidance &@ Ve
RS
Makayla Stewart @ ®@

Change Analyst (L2) @ :é
This a quick reference guide for our people who suppo @ W rectly with our customers, and applies across all
customer groups and types. Note, this information st ople at IR.

When and what types of Artificial Intelligence @g@e u@guided by our Al policy and Al Guidelines.

O &
Tax and Large Language %?@MGPT)

With the rise of large language mod panies are now creating apps or chatbots that provide customers with tax
advise. An example of this is SoIoG TaxGPT.

If a customer mentions or questions about the use of these bots, advise the customer that Inland Revenue's websites are
where they need to go for tax information as they are the source of truth or they need to consult with an accountant for tax
advice. Large language models can produce incorrect information or be targeted to an overseas tax jurisdiction which could
steer customers wrong or lead to poor outcome.



If you receive contact from a customer about one of these apps, tools or services, please continue with your normal process
and then email Al@ird.govt.nz with the details of the customer contact.

Do

Don' @@

e Advise customers that official resource we have ead @ this material out to customers. If asked
created (websites, guides, forms etc) and our for aterial, or any information held by IR in a
organisation are the source of truth. I sense, consult with Governance and

e Advise customers asking about our use of Artificial @ @msterlal Services before taking any actions.
Intelligence that their best and fastest avenue is t @ t customer or IR information into Al systems that

make an Official Information Act request thrm@ have not been explicitly approved for that use, see Al
our online facility. Governance and M|n|ster@ @ application register for a list of approved tools and
Services see Official In formation Reque % their purpose.
more information. Customers can fln @ e Use publicly available Al services such as Chat GPT or
information and make their requ %z Bing Chat to make responses to customers.

es ontact

OIA requests. If the customer is

please receive the |nformat|o 9

Governance and Ministerial Serwce

Only use approved business too helr intended
purpose to complete your w

Be aware of the potential forbad actors to use Al
systems to create misleading, incorrect,
discriminatory or biased information, and to pose a
security risk.

Understand that any information that is produced
either in part or whole by an Al system by your use



of that system is your responsibility and ultimately,
Inland Revenue's.
e Seek guidance from your leader if you are unsure.

Unsure? Get in touch

Al Artificial Intelligence



Artificial
Intelligence (AI)
Notinscope Staff Use Policy

Inland Revenue
Te Tari Taake

Ka whakamahi nga kaimahi Al i nga kaupapa here

Artificial Intelligence (AI) staff use policy
staff%@

This policy sets out the requirements for using AI products and services for
Revenue @

Note: a glossary of terms is available in this policy. @

Why we have this policy @
This policy sets out Inland Revenue’s approach to safel ecurely % Al in the workplace,

to help make good decisions and deliver services t 30 re eff efficient.

It is a priority for IR to ensure that Al is adopte that c ot only our obligations under
the Revenue Acts and Privacy Act but also u Iqor|thm r for Aotearoa New Zealand and
any other NZ Government authoritative g

This includes embedding a Te Ao Maagri ersp ctive | Iopment and use of algorithms

In addition to these absolute r nts, g pubI|c agency, we must also robustly assess

ical impacts that any new AI solution or use case brings,
and then the associated trans o-the public.

This is a rapidly ev@ ea, and K%%

Who thi %@/ app

This poli stoa r if you are using or considering the use of Al products and services for an
Inland Revenue purp@e are:

- An InIan employee

+ A continge orker (consultant, contractor or otherwise) working for Inland Revenue with
nIand Revenue systems and information

Yo@sponsibility

As someone working for Inland Revenue, you are responsible for understanding and following this
policy. This means:

Compliance Measurement

Inland Revenue may verify compliance to this policy through various methods, including, but not
limited to, business tool reports, internal and external audits, and feedback to the policy owner.



Non-Compliance

For IR employees, if any possible compliance issue is identified appropriate action will be taken,
including referral to IR’s Integrity team for consideration under Inland Revenue’s Code of Conduct -
Tikanga Whanonga.

For non-employees (contingent workers/contractors/suppliers) any possible compliance issues would
be escalated and managed consistent with written agreements/ contractual arrangements.

Exemptions

Any exemption to the policy must go through the required process. See %m
more information.

pt|ons St{ndard for
Our policy @
1. Principles <3 (C
" O~

To help guide our thinking and behaviour, Inland Re eﬂn ey principles to apply to
Al use cases. Where these principles are not abI ,itm ent additional risks to Inland
i

Revenue that need to be considered and appr% on ta e%

\
\\

+ Transparency - we will mainta s arenc

informed by algorithms. This applles (0] mte{H;,

\“clearly explaining how decisions are
moting transparency within our working
“how we will utilize these tools.

teams, and with our custom d partners round

«  Human oversight - retain huma/ Ve giht to assess for unintended consequences
and act on this mfor his in uQe\S)lnderstandmg limitations and identifying and
managing bias.

. Partnership - bed

% Maori perspective in the development and use of
ciples of Te Tiriti 0 Waitangi.

algorithms ¢ |th the

+ Ethics - pu in how In evenue manages data makes us all data stewards. Our Al
systems spect uman hts, diversity and the autonomy of individuals and not result
in un ination individuals, communities or groups.

- In e unaut% access, misuse or security incidents involving the use of Al

@/59 ions e\reported to Information Security.
ust test'm/&— will use a robust testing and review process to evaluate the use of new

Al syste an\EHé Is, or updates to existing tools that have adopted increased functionality.

2. Ado fAI solutions

Any I;K—f osed use case for an Al or Large Language Model (LLM) tool, Al integrated tool, or new
use F\a AI tool should be escalated through Inland Revenue’s AI Oversight Group and AI Working
Group contact InformationSecurity@ird.govt.nz). This ensures adequate testing, review and
consideration is applied to all use cases, and prevents effort duplication and risk.

Existing common workplace technologies that use Al do not require new consideration or exemption.
Some examples are listed in the glossary. If you are unsure about the current approval status of a
system for use with your business unit or information, please contact
InformationSecurity@ird.govt.nz.




3. Creation of content
Users Must Not:

Users Must:

Use any AI/LLM or other intelligent tool that is not approved for use, or use an approved
tool/solution for an unapproved use case.

Use any information classified as Sensitive or above with an AI/LLM solution.
Intentionally generate, or use AI/LLMs to create any misleading, illegal, discrimina or
offensive content /\

e
[ N
Process or use in AI/LLM solutions, any information that is reasona bIe cﬂbe‘iq\ggs’ed to

identify an Inland Revenue customer (or Inland Revenue staff) without expre%@%b/val and
consideration from the Al Oversight Group. &

Process or use commercially In-Confidence infor ﬁon withou @ approval and
consideration from the Al Oversight Group.
Provide automated financial, legal, tax advice @ rmatlon to another party

either internal or external) without huma LI&ement
( x

Infringe upon copyright or other righ

™\
Consistently review and confi e accurac c@anyygenerated AI/LLM output (including text,
audio, visual or other) or i t systeprr output. This includes specifically checking for code
or technical information techni aI ting must be performed to ensure this type of
content is free from ;@ sues.

\f ) .
Review mtelhgeﬁtgjg/m outputfo
messaging \ @

potential bias, ethical concerns, and unintended

\
\

Make cl h visual, verbal or written indicators/mechanisms the use of AI/LLM and other
ions | they produce or contribute to

({@s}de IR’s En@§ Risk policy and framework to ensure a wider risk consideration is given

Seek t %{Jﬁval of the AI Oversight Group for proposed use cases of unapproved AI/LLM use

wledge that any information produced in part or whole by an AI system will be
r ibutable to the Inland Revenue staff working with that information, and ultimately Inland
enue will be responsible for the quality and outcomes of that information.

4. Disposal of content

The retention and disposal of any Al information or knowledge will be handled in conjunction with
Inland Revenue current retention and disposal rules and processes.



Roles and responsibilities

The table below contains roles and responsibilities for functions and users to deliver effective Al
management at Inland Revenue.

Role Responsibility

Executive Leadership Team

Reviews Inland Revenue’s approach and use of Al as part of Governance
Board meetings

Revenue.
= Will act as the key point for AI related'wo d proposals.

- The approval group for proposed AI/LL e cases@l&tio s.
- Takes direction from the AI @ﬁgroup.
Facilitates open discussio ossible cur}e/lg = iture AI use.
Infi tion S ity Te y
nformation Security Team - Responds to any rep use, misué%n n-compliance with this
policy. (&

Procurement team

AI Oversight Group - Provides oversight and direction for Al systen use at Iaﬁ»dy
rk.an

AI Working Group

« Ensures app
of vendors w
res

ﬁ"e@‘ K
Business and Technical =

owners of AI/LLM and integrated s i
intelligent  solutions  and integrat .
responsible people v Gov
@ Inlan enue’s vendors and partners, and also Inland Revenue’s
fourth and fifth parties.
v . %n and maintain relevant / useful guidance for staff.

- nsider the new high level risks Inland Revenue may be exposed to
Q& and manage the risk as per Inland Revenue’s Enterprise Risk policy

and framework.

3 \\) - Consider the carbon and environmental impact of Inland Revenue

consumption of AI/LLM solutions.

= Where satisfactory controls are not known or available to govern the
use of this information, limit the collection of Inland Revenue
information by AI tools and products as much as possible, including

@ submitted query and returned answers from the AI vendor.

All IR people, including . Adhere to the Al policy and guidelines.
permanent employees, fixed .  Take accountability and responsibility for all AI generated or

term employees, agency intelligently supported content or information.
temps, consultants, and » Report any abuse, misuse or non-compliance with this policy to the
contractors Inland Revenue Information Security Team.




Glossary

Term Meaning and example

Generative AI / Large

language model (LLM) An LLM is where a traditional machine learning algorithm may seek to

find connections between attributes, such as the loose connection
between height and shoe size. An LLM tries to understand how people
talk about the words in a given query, not learning or understanding dataié

“relationships” but merely predicting the words most likely to answer t
query.
A generative AI/LLM is often used in a questionals ormat.

Examples: ChatGPT, Bing Discover and MSCo ‘ solutions. e are
solutions capable of generating entirely content ag‘gra e large

language models, which more traditional sy s do not:

S i@ put information
isible(like a chatbot or

a ranking algorithm

based on learned knowledge.

assistant) or may be hidd om the use
(used in search engin

Examples: spellch ub Co-pilo va answers, Siri, Bing GPT,
Spotify and Netﬂ%r\ mendati<rE\

Machine learning (ML) o \})/

provided ning data and “learns” relationships
ught the grey “semi-intelligent” space between
and’'LLM (above).

should have more control of the outcome, being
he training data and clearly show relationships / paths

e
@ rom in o output (something that is unlikely to be possible with vendor

. . @)
Al integrated solutions These are not generative, but@@n adi

Al solution d LLM’s).

v W: DIP data investigations, Website and Haukainga search, Viva

)
Busm%ﬂ’%@a p \I‘gese are the simplest kinds of computational intelligence. This includes

‘\\) decision trees (eg: if value X is above 100, then go to this step), simple
coding logic such as if/else statements and for/while/until loops.

% ;j Inland Revenue heavily utilities business rules within START to help sort

and process customer requests.

@% Examples: START calculators, leave and timesheet delegations, Excel

L macros, available to customer decision trees.

Finding out more

This policy should be read in conjunction with:



» Inland Revenue’s Al Use case guidelines and the wider supporting Al material on the Te

Matawai page:

- Artificial Intelligence - Home (sharepoint.com)

Additional resources include:

+ Inland Revenue End user policy
+ Inland Revenue ICT security policy

» Inland Revenue Data information policy &
» Inland Revenue Use of business tools policy @ @

» Inland Revenue Risk management policy @ @

+ Inland Revenue Online services standard &
« Inland Revenue Software management standard

+ Inland Revenue Internet use standard %@

« Inland Revenue Information classification guide
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Information

Notinscope Security Policy

Inland Revenue
Te Tari Taake

Kaupapahere Haumarutanga korero
Information Security Policy

This policy outlines the approach to information security for Inland Revenue. This is
our overarching information security policy and is supported by r specif
information security policies and standards. &

Why we have this policy

>
IR must be trusted by its customers and partners as an or @Wﬂ for pe information

they share with us or that is generated by us.

This information security policy aims to provide the e el direction for information security at

IR. It provides the guidance for how information R colle processes, shares or stores, in
in_c

whatever form, is kept secure. This will assis {s% mplyi r obligations under the Tax
Administration Act 1994 (TAA). Below are two_key extrac he TAA which set out those
“"Every Minister and every offi

obligations:
Q' —
@y governm aﬁency having responsibilities
under this Act or any other: in“relation /lection of taxes and other functions

under the Inland Reven re at a 0 use their best endeavours to protect

the integrity of the tax ‘ . — Secti ).
"A revenue offi Z(;f keep c jal all sensitive revenue information and must

ide
not disclose the ation un&e disclosure is a permitted disclosure that meets
the req ts>0f sectio 8D to 18] — Section 18(1).”

There ar 7 ggislati e, ment requirements and industry standards may also govern and
control the way we ha and protect information. These are listed in the ‘Finding out more’ section
below.

Who thi@y applies to
This poli@ to you if you are:

@ mployee
ntractor working for IR or with access to IR systems/information
e A third-party with access to IR systems/information

Third-party vendors and contractors are also responsible for any sub-contractors (or any sub-sub-
contractors, etc) which have access to IR assets. Sub-contractors of third-party vendors must also
meet all IR requirements and be approved by IR.

It also applies to all information systems, networks and mobile devices that store, transfer, process,
connect with or communicate to our applications and databases, along with internet-based services
and services that may be located overseas (or in the cloud).



The requirements of this policy apply wherever you are, including whether you are working
remotely, travelling overseas or in a business continuity crisis mode (for example, being away from
your normal place of work due to a disaster).

In this policy, “information” refers to information in any format that IR creates, receives, uses, holds
or maintains.

An “information system” includes the entire architecture of a service or any subcomponent that
stores, processes or transfers information.

Your responsibility

As someone working for IR, you are responsible for understandmg and f
means:

Compliance Measurement

The Assurance, Integrity or Cyber Security Operations team }y verify c o this policy
and in conjunction with the IR Code of Conduct through v méthods@ but not limited

to, business tool reports, internal and external audits, ack t owner.

Exemptions
Any exemption to the policy must go through theQe> d process. S the information of security

exemptions for more information.

Non-Compliance \

If you have been found not to have compli th th@' then the appropriate action will be

taken. </
Our policy @
1. Principles %

To help guide our I ation Securi |ng and behaviour IR has defined some key security
principles. These pri s will not onI U|de our thinking but help to embed our secure by design
approach to ou ‘» ation SWOF both digital and non-digital pathways. Where these

m

principles a 3 Ie to be ay present additional risks to IR that need to be considered
and ap @}la‘ action

There are three mai f ation security principles:
\/

e Confid % = information is accessed to those authorised to have access.
e Inte aking sure that the information is not modified by unauthorised users, and
y authorised users are tracked to ensure the integrity is maintained.

./ bility - information/systems are accessible when authorised users need it.

Thert glze ix supporting principles:

¢ Authentication - we will verify a user's identity to ensure that the person requesting access
is authorised.

e Non-repudiation -the ability for a system to prove that a specific user sent a message and
that it hasn't been modified.

¢ Need to know - a person will be provided with only the information that they need to
successfully fulfil their role.



e Least privilege - we will only authorise users the privileges needed to undertake their
duties.

e Defence in-depth - we will use multiple and coordinated security countermeasures to
protect the information assets in our organisation.

e Segregation - we will ensure our user roles, systems architecture and design incorporate
separation and segregation to establish trust zones, define security domains and enforce
boundaries.

2. This Policy

It is important that your actions foster a culture of security at IR. You, an ‘ aff you

responsible for (including contractors/non-workers) must be adequately trained he
standard onboarding security training, the required annual refres ing and conti
m.

regularly complete security training in our Learning Management

IR has specific policies and standards which provide further dance on d| reas of
Information Security. It is important that these other poLnl%' i d standard Q}e\used as the
foundation for anything we do at IR. Our corporate Info Secup et provides the
collection of guidance documents, Policies and Sta d@s t heIp r day-to-day IR life or
help you to comply when undertaking projects. °

This Policy sets the overall direction of Infor%

*\Security and authorises Policies which
need to be read in conjunction with this exampl% rary of Policies and Standards
A

cover, expectations such as:

e Never giving out or share rnames/ a swords
(

e Using different pass ifferent IR st ms and personal accounts.
e Taking care to use t add en sendmg emails.

e Never usmg a g unt t t identify you or an account that doesn’t belong to
you, to acce atlo

. CIaSS|f|cat|o ormatlon anage the security and privacy of internal and external
custom

% nsitive nature are not overheard by others, either at your place
aces:

ments and information on portable devices protected using
cal security measures if you take them out of the office.

e Neverre ing IR using your private email address, or forward work emails or business
infor ion to‘your private email address.
e A and using IR information and systems only for authorised IR business purposes.

disabling, circumventing, or removing the security mechanisms on IR provided devices
fl}% laptops, mobile phones).
er forwarding unknown or suspicious email attachments.

e Never clicking on links or attachments in suspicious emails.

e Conducting IR business securely always, even in a crisis.

e Allowing access to all your equipment and files used in your work at IR if requested for
security checks.

e Immediately reporting any actual or suspected loss, theft, or improper use of or access to IR
information by raising a request in ServiceNow

e Following all documented procedures in response to any ICT security incident.



3. Organisational Accountabilities and Responsibilities

The Commissioner of IR is accountable for information security. The Chief Information Security
Officer (CISO) has been delegated authority for generation, maintenance and approval of Policies
and Standards enabling this Information Security Policy. The Commissioner, Chief Security Officer
and the CISO are responsible for assuring the Executive Leadership Team, the public, and other
stakeholders that IR is meeting the Government’s information security requirements and is ke g
IR’s information safe and secure. &

Finding out more &2
IR has a number of other policies, standard and other gwd 0 suppo @;@?@tlon Security

Policy. The below provides additional resources:

e Policies and Standards
e Information Security Corporate site

Sign off @

Document control 1.2
Approved by Peter Me@ommlsswne\
Review dates at y Au

Policy owner

Policy owner
signature

Policy C°'€@/? th%secu rity@ird.govt.nz

Version Date Sections amended Summary of amendment
1.1 21/6/23 All Rename of policy to Information
Security Policy, change of signature to
@ Commissioner
1.2 22/8/23 All Updated links to new KX page




What is Artificial
Intelligence

Makayla Stewart
Change Analyst (L2)

What is Artificial Intelligence &

This page will give you a broad ov
Al and the opportunities and risks

What is Art

Artificial IntelIi‘i: a (A i
systems wi ility
e

abd imitate intelligence that is typical of humans, like
perceivi ningﬁ% g, decision-making and problem-solving.
Systeg; afe desi @o they can learn by example and continuously improve
rather than bei ogrammed for specific tasks.

Mode %stems use algorithms to learn patterns from data. The practice of an
AI@ processing data is known as training and is key to how Al systems
fu :

The data used to train an Al system will depend on what it's being designed to
do. For example, a self-driving car will be trained on road maps and driving
manuals. Whereas a facial recognition system would be trained on different faces
and facial features. Training enables Al to complete tasks with a human-level of
intelligence at scale.

The quality and amount of data used to train an Al is crucial. The higher quality
the data and the more data used, the more reliable and accurate the Al will



become. Al systems that use low quality data or small datasets will have less
reliable and accurate results.

Types of Artificial Intelligence

There are many ways to categorise or group different types of

functionality and capability. The following is a traditional p
Al:

All existing types of Al are known as Artificial Narr nteﬁlgenc@eak Al.
u

They are built to perform a specific task autono and pg sing
human like capabilities.

Al |nclud|ng
e on ty s of

There are two types of Al known as Ar ener ence and Artificial
Super Intelligence, these do not cur ist. a“eneral Intelligence are
systems that can learn, perceive tand a@ ion completely like human
beings whereas Artificial Su eI igenc lar processing capabilities

that humans do, has a g@ mory aster
For more information @sources above.

@@



What are the opportunities?

Al presents an opportunity for IR to deliver improved services across our
organisation. As an organisation we need to be deliberate in our decision making
to balance risk, opportunity and return on our investments.



Consider how these Al functions could help us in future:

e Pulling together short summaries of information based on a text prompt
such as a question or a meeting recording.

 |dentifying connections and patterns in data that humans cannot and
adjusting actions it takes in real-time.

e Acting as a chatbot that provides real time guidance while an individual
completes a task.

e Automating systems and processes for simple and some complex tasks
while flagging more complex work for human review.

e Recognising changing trends and behaviours in our so and W|t
specific groups of people. é}

There is significant opportunity to achieve better outc@ or IR
customers, and significant and unique risks that psSes or | at we W|II
need to mitigate. To understand how we do t gneed a arstanding of
how the technology behind Al works. @
IR already uses and has invested in Ali ber 0 as (see Al application
register for more information), y me to rlse yourself with the

them. This is something we better outcomes for our

customers. @

To understand how.w curre?%% g thls technology see Using Artificial

Intelligence at@@ @
@7 @®
Conce egorles and definitions within

Artifi telllgence

capabilities we have available to u nd when/how we should use
0 now to@

key concepts that will be important in helping you navigate the world

Concepts



Algorithm: set An Algorithm is a set of steps or

ey instructions for solving a problem or
instructions

based on input performing a task.
provided

Diagram: How algorithms function at a high level.

Categories

Business rules are the simplest type of
machine ‘intelligence’, they use simple <§‘V[
logic and processing to reach an ‘
outcome. Examples of this includ .
decision trees and if/else statements:. :
These machines do not undé
‘training’ process.

START, Atea and Se '@w al %
business ruIes te se&eyég

PV R
& aF
X

Machine learning (ML) is a branch of

e proce Al that enables machines to improve
[ e Algorihen : at tasks (e.g. decision making) with
. >

~

Evaluation
of outputs

4 =’ experience relying on the data,
algorithms and training.

Haukainga and our external website
searches using machine learning to
provide the most relevant results to
users, see How we use Artificial
Intelligence for more information.




Al integrated tools refers to solutions Existing tool or solution
that already exist in our work where a
vendor has integrated an Al
component into their tool.

Artificlal
Intelligence

In many cases we may not have an
option to stop or control an Al
component in a particular solution
and over time, Al will increasingly be
included in all software tools.

F @eep learning (DL) is a type of

di ' machine learning that uses neural

utputs networks to learn in a way similar to

N ey . .

** mmp how humans do. It requires massive

~ amounts of data and can learn from
its own environment and past
mistakes .

Masshe
amounts of

Give artificial intelligence

commonly known as GenAl, is a type
of Al that can create new content
using deep learning.

Artificial Intelligence

Machine Learning

Neural Networks

Gen Al can create a wide range of Deep Learning

content including text, audio, videos

and computer code. Generative Al



Definitions

Artificial neural networks (ANN) aré’a
branch of machin nlng tha

- enables machin ocess d a

outputs Similar way t <@he neuronsin our

- brains do rons sen es ages or
[ one anoth ral

ing layers of
mongst one-

1

Data

!

Large language mod

Prompt
systems that have pro d lar Training -l Ertier faes
rocess
amounts of tex fro pncre || et
amounts of - nguage
internet) usmg networks; Rk model
Text ou

aIIows yo il

rep

a sent nce or %h

Samaric Natural language processing (NLP)
L Data H e H i m aims to give systems the ability to
S understand and create human speech.
It does this through analysing the
relationship between words in
sentences (syntactic) and the meaning

of words together (semantic).
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New Topical Issues
New items since the last Status Report (issued on 9 Jul




Signing of the
Algorithm Charter

@V@
R
&
O

O

nsuring New nders have trust and confidence in the

C @ ard data and information, the Government

g nction within Stats NZ, has led the development

% Igorit arter (in conjunction with agencies) for agency
ion.

ﬁorith% sed to help make good decisions and deliver services

that are m effective and efficient. Algorithms can also mitigate the
ris at .human biases will impact the administration of government
i nd result in real benefits for everyone. However, the decisions

ake or inform can be impacted by bias in the data the algorithm
)ié reated from, what is taken into consideration when making a

cision, and how well decisions are validated.

The Algorithm Charter focuses on demonstrating agency commitment to
the management of algorithms where there is a potentially high risk of
these biases being included. It also ensures there is sufficient human
oversight throughout the development of an algorithm and how it
operates to limit biases and reflect what is intended as much as possible.

Inland Revenue is already part way through implementing its formalised
enterprise data and information governance approach in which the
principles of the charter are already established. The Commissioner of
Inland Revenue will be signing the Algorithm Charter for Inland Revenue
on 17 July 2020.




Advice to Data and
Information
Governance
Authority: Update
on Government
Algorithm Charter

. . Inland Revenue
Data and Information Governance Authority fb Te Tar Taake

Update on Government Algorithm Charter

Submission details @ @&

Title Update on Government Algorithm Chayt;e\ V3
Sponsor Tina MaclLean

Presenter Doug Lambert N

Date 4 August 2020 N /)

7
Recommendations &

The sponsor recommends to the Data@ atm@ ce Authority the following:
1. NOTE that Stats NZ’s Government Chief D rd (GCDS) function has been

working since 2018 to e Zealande ust in confidence in Government’s use
of data.

2. NOTE that the G t Ch|e eward has between August 2019 and July
2020 iterate sever of an All of Government Algorithm Charter
(the Charter) eratio ingly taking onboard feedback from the public,

; and agenc
e Gov ment hief Data Steward has published the Charter on 28 July

hat th CS|oner of Inland Revenue has adopted the Charter for Inland
Q.w enue.

OTEt I Revenue will incorporate the Charter into the wider Data and
Intelli rk programme to operationalise the Charter commitments.

6. E% he incorporation of the Charter into how Inland Revenue works with
thms.

a5

New Zealand is a member nation of the Open Government Partnership and is currently
executing Action Plan 3 spanning 2018 to 2020 which has 23 commitments. One of those
commitments is the review of Government use of algorithms.

As part of their data system lead role, the Government Chief Data Steward undertook in
2018 a review of operational algorithm use by Government agencies. The aim of the

Not in scope Page 1



resulting Algorithm Assessment Report was to let New Zealanders know how the
government uses algorithms, and the ways Government makes sure algorithms are being
used responsibly and transparently.

Between August 2019 and July 2020 the Government Chief Data Steward have iterated

through several versions of an Algorithm Charter. These iterations have involved agency

consultation in August and September 2019, public consultation between October and

December 2019, and further agency consultation between January and July 2020. /\&
-

Throughout 2019 and 2020 many people across Inland Revenue éngagedon the Ch%
development and provided feedback which was summarised ntto Stat% level
of support for an algorithm charter varied. Points raise@e focused on areas:

/
e Almost all algorithms implemented at | @ue ar r full automations
of business rules defined by Ieglslatl se are alrea publlcly disclosed on

the web site. i‘?f?
e Inland Revenue would want t@ eofi /§!> ms undisclosed to support

the integrity of the tax system

./
e Determination of likeli e@nd impact {%}rthe Charter risk matrix are largely
subjective and will v <{X cUUon{paﬁd ency.
¢ Inland Revenue orpor \m\oé)/of the Charter mitigations and controls.

J(/Vf\

)
The Charteris i d to de trate a commltment by government agencies to carefully
manage how algorithms will be usedto strike the right balance between privacy and

transpa W&vent uan bias and reflect the principles of the Treaty of Waitangi.

Irz:g) ue ha comprehensive feedback on each iteration of the Charter.

Th vernmeﬁ%hl ata Steward have settled on a risk assessed approach to
determinin hQ\dg/g/ree of scrutiny and safeguards applied to each algorithm an agency

operates. Ri intended to be assessed before any controls and safeguards have been
iedtoan algorithm.

arter commits adopting agencies to:

— e Making an assessment of the impact of decisions informed by their algorithms.
o Applying the Algorithm Charter commitments as guided by the identified risk rating.

The Charter commitments are (abridged):

e Maintain transparency by clearly explaining how decisions are informed by
algorithms.

e Deliver clear public benefit through Treaty commitments.

Not in scope Page 2



e Focus on people.

e Make sure data is fit for purpose.

e Ensure that privacy, ethics and human rights are safeguarded.
e Retain human oversight.

The Charter will be reviewed annually.
In July 2020 the Commissioner of Inland Revenue adopted the Charter forInland Revenue&
and Stats NZ published the Algorithm Charter on 28 July 2020.

Founding signatories to the Charter are: 3@ @

e Te Tari Taake — Inland Revenue Department )
e Te Ara Poutama Aotearoa — The Department of }ggclons \
e Te Tahuhu o Te Matauranga — The Ministry o} ation \/’/\\/
e Te Manatl M0 Te Taiao — The Ministry for ironme NS /
e The Ministry of Housing and Urban Dev. I@]\g
e Te Tahu ote Ture — The Ministry of

T~
e Toitd Te Whenua — Land Inform \Ne Zeala v
e Te Puni Kokiri — The Mlnlstry Devel
e Oranga Tamariki - The Mmlstry |Idre K\/

e The Ministry for Pacific {;/Q s
e Te Manatt Whakahi The MI/ \n Soual Development

e Te Tatauranga /oﬁc\ Stati\QeWJealand
e Te Manatu Waka/ Minis ransport
° ahui a Rua ekg%g Iwa—Pike River Recovery Agency

ini 0 Nga %}%\; The Ministry for Women
° a— Social eing Agency
— New Zealand Defence Force

Hunga Whara — Accident Compensation Corporation

° ri Tai <%>Department of Internal Affairs
QT@ Arawhit ffice for Maori Crown Relations

Wak The New Zealand Transport Agency

e Matauranga — The Education Review Office

%osely related initiatives underway elsewhere in Government and internationally

Zealand is involved in:

\\/o In May 2019 New Zealand along with all OECD member nations adopted the OECD Al
Principles.

e In November 2019 the Department of Internal Affairs established a partnership
project with the World Economic Forum, Reimagining Regulation for the Age of Al,
to pilot approaches to artificial intelligence regulation. The first white paper from
this project was published June 2020.

Not in scope Page 3



Inland Revenue is incorporating the Charter into the wider Data and Intelligence work
programme and Data and Information Governance work programme to operationalise the

Charter commitments.

Related initiatives

The recommendations originate from or are depended on by these initi?'%es:

A

Initiative Relationship Contacﬂ
Data and Intelligence This programme will Ti Nliélﬁegn V3
Programme operationalise mechanisms &

that align with the Charter
commitments.

—

0
-y

Data and Information This programme will defi Doug bert

Governance establish the governance

Programme capabilities necess &
operationalise lisms
that align wi rter \
commitments.

Risks and mitigation@

The recommendation(

T
ss th(ei\ @

Risk itigations and controls to Likely consequence if
man risk recommendations are
adopted

Not M\e Ch ﬁoption of the Charter. This sends a clear signal that

i Inland Revenue is committed
@J\ﬂland R to ensuring its stewardship
stewardship and u and use of data is beyond
data for reproach.
autorr(\é;t;l isions.

ommendation(s) introduce these risks:

S

Mitigations and controls to
manage risk

Likely consequence if
recommendations are
adopted

Inland Revenue fails to
implement the Charter
commitments where
appropriate.

Incorporate the
establishment and
operationalisation of the
Charter commitments into
aligned work programmes.

Inland Revenue would be
exercising its commitments
in demonstrable ways and
preserving New Zealander’s
trust and confidence in its
use of data.

Not in scope
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Supporting material

The Algorithm Charter document spans three pages with the first two covering context,

purpose, and the risk assessment foundation. The third page is the Charter proper.

See https://data.govt.nz/assets/data-ethics/algorithm/Algorithm-Charter-2020 Final-

English-1.pdf for the published Charter.

JULY 2020

The value of algorithms

Government agencies use data to help i

andardise
¢s are distributed
P used to distil

e perpetuated, or even
oot designed and operated

at'the public can trust and support the
e tools in appropriate ways.

There are a wide range of advanced analytical tools that
can fit under the term ‘algorithm’. These range from less
advanced techniques such as regression models and
decision trees, which primarily support predictions and
streamline business processes, through to more complex
systems, such as neural networks and Bayesian models,
which can take on properties of machine learning as they
make advanced calculations and predictions.

A good discussion of the different types of predictive
algorithms and the challenges of defining these is contained
in ‘Government Use of Artificial Intelligence in New Zealand'
(New Zealand Law Foundation and Otago University, 2019).

Stats®

Tataurangs Actesros

New Zealand Government

ALGORITHM CHARTER FOR
AOTEAROA NEW ZEALAND

jlgorithms being used. Very simple
just as much benefit (or harm) as

tonsequence, this Charter does not specify
ical definition of an algorithm. It instead commits
ghatofies to take a particular focus on those algorithms
at have a high risk of unintended consequences and/or
Kave a significant impact if things do go wrong, particularly
for vulnerable communities.

Review

The Algorithm Charter for Aotearoa New Zealand is an
evolving piece of work that needs to respond to emerging
technologies and also be fit-for-purpose for government
agencies. After twelve months a review of the Algorithm
Charter will be conducted, to ensure it is achieving its
intended purpose of improving government transparency
and accountability without stifling innovation or causing
undue compliance burden.

The Algorithm Charter is part of a wider ecosystem and
works together with existing tools, networks and research,
including:

Principles for the Safe and Effective Use of Data and Analytics
(Privacy Commissioner and Government Chief Data
Steward, 2018)

Government Use of Artificial Intelligence in New Zealand
(New Zealand Law Foundation and Otago University, 2019)
Trustworthy Al in Aotearoa - Al Principles (Al Forum

New Zealand, 2020)

Open Government Partnership, an international agreement
to increase transparency

Data Protection and Use Policy (Social Wellbeing Agency,
2020)

Privacy, Human Rights and Ethics Framework (Ministry of
Social Development).

Page 5



JULY 2020

Assessing likelihood and impact

The Algorithm Assessment Report found that advanced
analytics and data use are an essential part of delivering
public services. Applying the Charter to every business rule
and process would be impossible for agencies to comply
with and not achieve the intended benefits of the Charter.

However, where algorithms are being employed by
government agencies in a way that can significantly impact
on the wellbeing of people, or there is a high likelihood

Risk matrix
Likelihood

many people will suffer an unintended adverse impact, itis
appropriate to apply the Charter.

Charter signatories will make an assessment of their
algorithm decisions using the risk matrix below. This
supports their evaluation, by quantifying the likelihood of
an unintended adverse outcome against its relative of
impact to derive an overall level of risk.

The risk rating determines the application of

Probable
Likely to occur often during standard operations.

Occasional
Likely to occur some time during standard operations

Improbable

Unlikely but possible to occur during standard operations

Theimpact of these

e many business rules that government agencies
day to give effect to legislative requirements

decisions reaches a decisions is widespread
moderate amount of people | and/or their severity is
andjor their severity is Senous.
moderate.

Moderate High

The Algorithm Charter should be applied. The Algorithm Charter must be applied.

and for business as usual activities. The intention is to
focus on those uses of algorithms that have a high or
critical risk of unintended harms for New Zealanders.
This commitment will be reviewed in twelve months as
part of the scope review.

Y
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JULY 2020 /

N_eW_Zgla‘idGovemnem\

ALGORITHM CHARTER
FOR AOTEAROA NEW ZEALAND

This Charter demonstrates a commitment to ensuring New Zealanders have confidence in how government
agencies use algorithms. This Charter is one of many ways that government is demonstrating transparency
and accountability in the use of data. However, it cannot fully address important considerations, suc

Maori Data Sovereignty, as these are complex and require separate consideration.

Commitment:

Our organisation understands that decisions made using algorithms impact people in
commit to making an assessment of the impact of decisions informed by our algorith
to applying the Algorithm Charter commitments as guided by the identified risk r;

Y

Algorithm Charter Commitments:

TRANSPARENCY
Maintain transparency by clearly explaining how decisions are info

»  Plain English documentation of the algorithm, @

» Making information about the data and processes available{up/€s2 a lawful restrictjoq preventstiiis),
»  Publishing information about how data are |i ed'and stored. ‘

PZA TR RS\

evelopment andwse O
RN

PEOPLE

+  Deliver clear public benefit through Trea

» Embedding a Te Ao Maori perspective R
principles of the Treaty of Wai %
VAN

N
« Focuson people by: v

» Identifying and 4 engaging with peo 3
algonthms, @ wn(hthosenm

DA"A
+  Make sure da ' % rposeby v
» orsta S llmilatlons
» and managmg Q
v

pmvncv ETHICS AND HUMAN RIGHTS
an nghts are safeguarded by:
s to assess for unintended consequences and act on this information.

Gpeths t privacy,
Regu
)

Not in scope Page 7



Excerpt from Data

Governance

Authority: Minutes

Data and Information Governance Authority @ Inland Revenue

Meeting Minutes - 4 August 2020
2.00pm - 3.30pm

Attendees: Mike Cunnington (Chair), Martin Smith, Mary Craig, Cath Atkins, Davi
Carrigan, Dawn Swan, Patrick O’'Doherty, Chris Hog rol Feuerri ,
Kirsty Gemmill, Doug Lambert.

Apologies: Tina MaclLean. @
Secretary: Tanya Williams &

Agenda items:

4. Statistics NZ's Algorithm Charter fo
5. Forward Agenda Review - prese

Note that Item 2 was not covered @
to provide feedback directly to the Se

Q)

Page |1




4. Statistics NZ's Algorithm Charter for Aotearoa New Zealand

The Data Strategy and Governance Lead covered the intent, development, and adoption of the
All of Government Algorithm Charter (the Charter).

The intent of the Charter is to engender the public’s trust and confidence in how Government
agencies steward and use data algorithms. The Charter takes a risk-based approach to

minimising the potential negative impacts to New Zealanders from algorithms.
Potential impacts on IR to implement the Charter highlighted by n@ ere: @
o How agencies operationalise the Charter is central to its success.
o It's likely a change in the awareness of principles cesses, an s will be
required along with a strengthening of what is in pla
o IR might need to increase its transparency i iligencei se of data and
algorithms. 3

Inland Revenue is incorporating the Ch @vork u ithin the wider Data and
Intelligence work programme, and D formati ernance work programme, to

operationalise the Charter commitmen

/)
Decisions: DIGA endorsed i @' tion of th \G@)\r%’ into how Inland Revenue works with
data and algorithms. @ @

[

Page |3
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A
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Weekly update for the Minister of Revenue @
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the Algorithm
Revenue. It's a

e ent agencies have signed up to
earoa New Zealand, including Inland

roduced by the government, and




_ Report to Minister of

Not in scope Revenue: Inland
Revenue's
contribution to
advancing
Government data
outcomes

Inland Revenue
Te Tar Taake

Inland Revenue report: Inland Revenue’s contribution to advanci
Government data outcomes

T
"
v
Date: 23 August 2021 Priority;/\ Medi
Security level: |In confidence Re;r}t number I{D\Z\QZL%M
Action sought \\J @
Action sough Deadline

Minister of Revenue Note the c of thls None

Refer hIS r embers of the None
Cabl ernme 1sfrat|on and
e ReV|e ittee

%osﬁion Telephone

" | Deputy Commissioner, Information & s9(2)(a)
Intelligence Services
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23 August 2021

Minister of Revenue

Inland Revenue’s contribution to advancing Government data
outcomes

Executive summary &
7

)
1. Inland Revenue is a very active participant in a number -agency (sj\gg&}v’es
related to data management and governance. We have adop t Igorithm ch rand
mandated data standards, and have a very constructive worﬁ;é&\/g{?elatlonshl ith Stats NZ

abling the New

as the functional lead for data. Through this work, we ar
Zealand economy and public service to become increasing

upporting and

|¥9Iglta| / \

2. Ensuring that Inland Revenue has approprla feglards teétlons in place is
a critical component of the work we do. Cust rust nsitive information
about their financial and personal C|rcums nd we u obligation to protect

their information and keep it confldentl rlously and procedures are in
place to ensure that we meet our Iegl gatlon;a% in our customers’ trust.

3. We share information with a WI e of other-agencies, to help smooth customers’
experiences when dealing with oy\ern t an<;1 etter outcomes for them.

Qﬂ e
( \)

Recommended action

efer a {N IS report to members of the Cabinet Government Administration

and Eé@n\bhw e Review Committee for their information.

Refer

A

\@Kﬁ Cunnington

Deputy Commissioner, Information & Intelligence Services
23 August 2021

Hon David Parker
Minister of Revenue
/ /2021

IR2021/334: Inland Revenue’s contribution to advancing Government data outcomes
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Background

5. This report provides information about Inland Revenue’s contribution to the
development of data governance and management frameworks and standards across the
public sector, and our data governance and management practices. It has been prepared
in response to the questions asked when the Commissioner and Deputy Commissioner,
Transformation appeared before the Cabinet Government Administration and Expenditure
Review Committee on 8 July 2021 to discuss the Cabinet paper Inland Revenue’s July 2021

Transformation Update.
p §>

How Inland Revenue manages and uses data and information

6. Inland Revenue has significant data and information mpowers many
information sharing arrangements in place. To ensure we act egrity anc ender trust
and confidence amongst New Zealanders, we have e |she a dat _information
governance programme. The programme is helping e we p@ sparent and

accountable governance arrangements that prowde t of our ent and use of
data, so that we act knowingly, responsibly, and Wlt

7. We have defined a set of capabilities and.e '&@ hed a go ce framework (as shown
in the diagram below) to:

e Support the delivery of our strat bjectives.

e Ensureinformation and tools%y/place for
the decisions they should.

pIe to access guidance and make

. . ) ) 7 .
e Provide guidance a cisions wh@ ost appropriate for a governance group
( ‘

~

%% Data and Information Governance Framework
Stratégic Strategic
ment vernance Governance Board

Strategy Management  Investmei
* Risk & Assura

Tactical Data and Information Governance
Governance Authority
Supply Quality Lifecycle PSR
rotection Operational Working Working Working Working
up| v Qualwv Livecycle * Ethic Governance Group Group Group Group
Managempent Man. p epdent  Privacy
f> * Security Analytics and Research Digital Services Haukainga
Working Group Working Group Working Group

[ Communities of Practice ]

Q e programme is not yet complete and continues to focus on incorporating increased
iligence, including ethical considerations, into our collection, use, and stewardship of data
and information. The work we do with other agencies is a key input into the programme.

Algorithm charter

9. Inland Revenue is a signatory to the algorithm charter for Aotearoa New Zealand,
and contributed significantly to its development. The Government Chief Data Steward
(GCDS), the functional lead role for data delegated to the Chief Executive Stats NZ, has
acknowledged our commitment to ensuring the algorithm charter is of a high quality and

IR2021/334: Inland Revenue’s contribution to advancing Government data outcomes
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readily implementable. Stats NZ has favourably recognised our plan for implementing the
algorithm charter.

10. To ensure Inland Revenue meets the commitments in the charter, we have developed
a plan setting out what we need to do to improve our governance and management of
data. We have also incorporated the commitments of the algorithm charter into our data
and information policy, which sets the foundations for our data governance.

11. We have already begun putting the foundations in place and have established a data

governance framework as noted above, along with policies and standards for managin
data ethically. These are consistent with the commitments in the algorithm charter.

next area of focus will be working with functional areas, such as ou lytical teams; to
ensure that they understand and adopt the agreed frameworks, palici d standard& /
12. It is important to note that the charter does not defln n algonthm ach
agency is responsible for identifying the algorithms that ave the hi hest |sk of
unintended consequences and/or significant impacts if t ings” do g We are
currently refreshing our approach to cataloguing algori S and ana/yt MoC eIs as part
of the data and information governance programm e -above. \
13. We are sharing our experiences and wh @ce with others. We
ce and management

with many agencies including Stats NZ, th ury, t Wellbeing Agency, the
Ministry of Business, Innovation and E t (MBIE), AC and the Ministry of Social
Development (MSD). Earlier in 2021, %\ t with t sentatives from the Chilean

Government regarding our implementat of the long with MSD and MBIE.

have discussed the work we are undertakin%ar ng data

Mandated data standards Q/ /-
=
14. Inland Revenue has_ mitted adopting the data standards mandated by the

GCDS. The |ntent cd ent st ndards.is to ensure that agencies exchange key data in
the same form be mpIe a ciegs using the same format for dates.

We have uted 5|gn|ﬂc Iy to the development of the three currently mandated
standards a dividual's date of birth, name and street address. These standards are
ed into-th ance we give to the agencies that provide us with data to

e in ite“ S s NZ to be members of our data governance groups. Together, we
are deveI n to further improve the way our two agencies work together.

tantly, the outcomes and lessons learned from this plan will be shared with
ies, to contribute to the broader advancement of data management in the wider

/p ector

( C

\\J

Securlty and privacy

18. Everyone who works for Inland Revenue has a legislative obligation to protect the
integrity of the revenue system and keep sensitive revenue information confidential. It is
an obligation we take very seriously.

19. We have strict rules and restrictions on integrity matters such as staff accessing

customer information. Routine monitoring is in place to check for potential wrong-doing
and ensure that incidents are investigated properly and fairly.

IR2021/334: Inland Revenue’s contribution to advancing Government data outcomes
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Privacy

20. We routinely conduct privacy impact assessments whenever we are considering the
use of new data and information, and when we use existing data in new ways. The
assessment sets out what data we are using and why, how we will store it, who will have
access to it, and the controls we have in place.

21. Each year, we complete an assessment of privacy capability using the Government
Chief Privacy Officer’s (GCPO) privacy assessment framework. For the year ending 30 June
2021, we met four of the five core expectations, and all but one of the other 11 element

We were assessed as having strong maturity in culture, breach and inc?ent management;

and policies and process. e
‘\\\\\//

22. We report to the Office of the Privacy Commissioner each e infor ien-we

share under information matching and approved information-sharing agreements\(AISAs).

We have AISAs with the Ministry of Social Development (MSD);. the Police, the Department

of Internal Affairs (DIA), and the NZ Gang Intelligence Centre. We-also liaise with the Office

of the Privacy Commissioner on any new policy or pro lthat may i n privacy.
€ss that may impac

) )
23. All privacy breaches are reported. For the y ing 30 é&@?/i, 124 breaches
were reported. The number of breaches has een, le. The>m ity of breaches are
minimal or minor, using the GCPO breach régrtz?g matri o] a small number of
people were impacted and there was little or no-indicatio Sys ic issues.

Y

Security

24. Threats are occurring more %«/ently tig% increasingly sophisticated. Tax

agencies are seen as an attr %\target, give e data we hold and our large volumes

and value of financial tran&@t' . We ha\/@ép@n in place should a threat materialise, so
( )

we are well prepared. \
(o

N
25. Although we have ver

) ds and processes in place to prevent privacy and
security breaches,\l% ' to mitigate against the possibility of human error.

\
Assurance \

go
i

0
po ab&
26. O W assura team have a risk-based assurance programme that includes
asses@ her our Security practices and information matching agreements

se by

co the rules's the Office of the Privacy Commissioner. The plan is updated
e e@ye/ar and ef the Risk and Assurance Committee, which includes external
me rs and Ffm’vi independent advice to the Commissioner. This year our focus areas
are the AISAs we have with MSD, Police and DIA and the information matching we

undertak stoms.

27. he audit by Archives New Zealand (Archives NZ) of public office record-keeping aims
to de“a point-in-time view of core information management practices, identifying
/s/tfﬁﬁs s, and where there might be opportunities for improvement. The audit is based on
\ &‘9 ives NZ's Information Management Maturity Assessment framework, which consists of
\quhf categories including governance, self-monitoring, capability, creation, management,

storage and access.

28. We are scheduled to be part of Archives NZ’'s 2021-22 audit programme. We have
yet to receive formal notification but, to prepare for the audit, we recently conducted our
annual Archives NZ self-assessment survey. This will be used as input into the audit.

29. The audit process involves four stages: pre-audit, in-audit (onsite), post-audit and
follow-up. Our people will be involved in the pre-audit for onsite activities. The onsite audit
will include interviews and focus groups with a range of our people, including me as the
Executive Sponsor, information management specialist staff and technology staff.

IR2021/334: Inland Revenue’s contribution to advancing Government data outcomes
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Methods of sharing information

Who we share information with

30. We exchange information with a wide range of agencies including MSD, MBIE, Stats
NZ, Customs, DIA, the Police, and the Treasury. These arrangements are well documented
and have a clearly defined purpose.

How information is shared
31. Information is exchanged in a variety of ways, from storage es, such a;f?&
keys, to application programming interfaces (APIs). Given the n d diver5|

agencies we share information with, we accommodate what othe

means that we do use channels and technology that we w
however, our approach is to minimise the burden on the age

work \T,'
to move o% r
xcha i
with.
'%—machme//teﬁ i
| we \hcr;/asmgly making
ions. API le"us to define what
stoa é:%n they need to. For
example, to support the administration of age subsidy, oduced in response to
the .

COVID-19, we enabled MSD staff to access tr needed directly from our
systems, with the appropriate securi \issions% fy applications, rather than
\\\ \
AN
)

having to contact us. %
33. The IRD number validati #\PI is be|n d— banks, KiwiSaver providers, tax
agents and payroll provide nsure t 'cllents are correctly identified, thus
improving data quality an error ra(\ h|s API is also available to other agencies
to use, such as MSD, w are re g/opt it.

34. Protecting inf |s co to the possibility of human error and the many
different mech iS\IﬁS r shari r%gxg are available. All information-sharing activities
undergo form vie testm% eptance.

meworw

Revenue\is-a ively engaged in advancing the development of the digital

\;(t st fra orK eing led by DIA. We have considered what our participation could

be n ter/ms of entity, and have provided example cases to DIA. We are strong

advocates fo \hfr:if al economy, and of business and support initiatives that will advance
the digital nomy.

Wq@@g@ith Stats NZ

N

\3\6J/Inland Revenue participates in many forums led by Stats NZ or the GCDS, including:

32. APIs, or gateway services, enable direct mac
systems. They are a fast, high-volume, secur
available to both public and private sector organi

e Digital Government Leadership Group (DGLG)
e Information Group
e Strategic Advice on Integrated Data (SAID), and

e IDI Investment Advisory Group.

IR2021/334: Inland Revenue’s contribution to advancing Government data outcomes
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37. Inland Revenue has contributed to many initiatives led by Stats NZ or the GCDS,
including:

e Algorithm Charter for Aotearoa New Zealand
e Data Investment Plan

e Maori Data Governance

e Statistics Bill, and

e New Zealand Government Data Strategy and Roadmap. &

Continuing to develop our data management and use practices ‘//x N

N
38. We are continuing to implement our data and informati ernance pr%me.
Two immediate areas of focus are improving how we rec d report<collection and

sharing of data, and building the capabilities of our peo

—

. . / O\
Recording and reporting )
\—/

39. All the data and information we collect an \ar oth insi %d Revenue and with

third parties such as other agencies, will be subject to governa

e When we propose to collect an /0&9 data information, we will notify all
potentially involved parties.

e A comprehensive due d|||ge§<$e\ 2cklist WI he involved parties through the
process. The checklist require ethi l ent to be conducted at the same
time a privacy impac ment |s co sidered.

e The information |II be rqc a data and information supply register.
Our people w /l/b to acc J;ég|ster at any time to know what is being
collected and shared;, who to.¢ ct with links to all relevant material (for example

sments).

the priva \p%@énd ethics.
o ti?g\%ﬁ sharing of information will require the endorsement of the Data and
on.Supply W roup.
mation Supply Working Group and involved parties will be notified
a ents such as proposal, implementation, and eventual

W\NI be recorded and reported to support performance measurement,
risk m?ma nt, and assurance activities.

Building ¢ \\b ities of our people

rap hanging, and can be challenging for our people. Legislation is clear about our data and
/pf ion collection and disclosure powers, and clear how data and information held by the

missioner will be handled and safeguarded. However, legislation is not exhaustive and
\sﬂ'ua/tlons arise where interpretation of legislation and individual judgement will vary. In these
situations our people, no matter their role, need understanding and guidance to decide what
course of action is right.

40. géh ata and information environment Inland Revenue operates within is complex,

41. Policies, strategies, principles, frameworks, and standards are necessary, but alone they
are insufficient. We are developing straightforward guidance for our people, along with
supporting tools to support our people to do what'’s right with data and information. We are:

e Producing practical guidance that brings together a range of material including
our Code of Conduct and our data and information policy to make clear to our
people what “doing the right thing” looks like when working with data and
information.

IR2021/334: Inland Revenue’s contribution to advancing Government data outcomes
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e Working with our people who manage and use data and information so they
understand how to work with the governance groups.

e Building self-service tools so our people know what data and information is
available to them and for what purposes, and what decisions have been made
about data and information by governance groups.

e Simplifying engagement with governance groups so guidance and decisions can
be more readily accessed.

Inland Revenue, for example: the Analytics and Research Working Group, a

e Establishing working groups focused on developing areas of practice that span
the Digital Service Working Group. &
g g P f

42. We will continue to share our experiences and what we are u@place it bhjél/)
agencies and will continue to work closely with Stats NZ to contrit to advan 'er

data outcomes.

% N\
/ -
©
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Update on the Government Data Strategy and Roadmap

The purpose of this discussion ﬂ&

* This discussion is about the why there is a Government Data Strategy and R&@ wﬁa‘t that Strategy and Roadmap is, how that Roadmap
is being delivered, and who is involved. S

* This discussion is a pre-cursor to Stats NZ representatives and the DIG@écus%mgxhe Government Data Strategy and Roadmap further at the
next DIGA meeting

Summary . @@ %\ /Q/

* The first Government Data Strategy was published Y@tha@;ﬁbree years ago. The Government Chief Data Steward (filled by the Chief
Executive of Stats NZ) system functional lead rc@% ently been established. That strategy was aspirational and did not include a

roadmap.
* During 2021, Stats NZ facilitated a number o?hm tc{c d -source an updated strategy and a roadmap. The resultant Government Data

Strategy Roadmap is ambitious and with signifi ependency on Maori and iwi to collaborate in a co-design manner, and for Stats NZ to be
supported by several agencies, including Inla\ venue.

* Unfortunately, COVID impacted the avallab{@y of many people, including Maori and iwi representatives, and there have been resourcing
challenges.

* Toward the end of Year One of the Roadmap it is being assertively reviewed by the cross-agency Information Group to produce a more
reliably deliverable tranche of change.
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Background on Government data strategies to date

The following is largely an excerpt from online material introducing the current Government Data Strategy and Roadmap:

The first Data Strategy was published more than three years ago. The ambitions of @strate;gy&vere
* making the right data available
* building capability and good practice |
* growing effective partnerships @{S /”\\%
* implementing open and transparent practices.

However, the data landscape rapidly changed. Since the first Data §1$;te | %’ Roadmap was published, agencies have been working on a 10-
year Data Investment Plan. Stats NZ and the Data Iwi Leaders have igned the Mana Orite Relationship Agreement to realise iwi data
aspirations. A range of initiatives have been developed to incr K&Sﬂn the data system, including the Data Protection and Use Policy and the

Algorithm Charter for Aotearoa NZ. In addition, the COVI{}»@p ic has completely changed the context in which data is collected,
managed, and used.

W
Despite the progress made since 2018, there we@% g@wdamental system issues yet to be resolved:
» data about and for some important topics and c@numtles does not exist
* settings to realise the rights and interests of and iwi do not exist
* many agencies lack capability to take adv e of the power of data
* jtis difficult to retrieve and re-use data acFoés the system.

Throughout the process of refreshing the strategy, key stakeholders have participated in workshops and interviews. These stakeholders came
from central government, local government, private businesses and non-government organisations (NGQO's). They have tested the Government
Strategy and Roadmap's direction to ensure it is future-focused, robust, practical, and able to be adapted to different data sources and uses.
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The Strategy

The Government Data Strategy and Roadmap will be brought to life through B et iy oty e
principles adapted from the Data Protection and Use Policy, the Mana Orite
relationship agreement between Stats NZ and the Data Iwi Leaders Group, @@ @ i G s e il Al
and the Public Service Act. %%
C

Objectives

People and organisations have access to efficient, effective gowernment services

Manaakitanga: Respect and uphold the mana and dignity of the pe
whanau, communities, and groups who share their data and mfog ion

Government decisions are informed by the right data at the right time

Government is held to account through a robust and transparent data system

Mana Whakahaere: Empower people by giving them a choice an bllng
their access to, and the use of, their data and mformatl;a%/ %\ S)

@ Goals
Kaitiakitanga: A shared culture of respect, guardi @ﬂp, car and
protection for data as a strategic and valued re@ge, nising that for
some Maori, Maori data is a taonga and iwi-Maori are kaitiaki over their

_J
taOHga . %@® Focus areas
Rangatiratanga: Leadership that focuses on@@mmon purpose whilst also “ B '

respecting the autonomy and independence of individuals, groups and
agencies.

Inclusive data systam Integrated data system

Underpinned by

Whanaungatanga: Strong transparent relationships through respect, ot St orNow dastaron Fulfiling responsibiitiesof Te T o Waltangi
integrity, empathy, and commitment to the kaupapa.




The Roadmap

The Roadmap is ambitious and has significant dependency on collaboration with Maori and iwi. Risks have materialised as issues and
toward the end of Year One the cross-agency Information Group is re-shaping t

initiatives in varying degrees.

Year One (2021-2022): Foundations

Not in scope

Roa

Year Two (2022-2023): Investment &

IR is contributing to the highlighted

Year Three onwards (2023-2024): Maturity

Data Data Investment Plan
Open Data Charter Implementation Plan

Initial delivery of iwi affiliation data

Update the Data Investment Plan
Published data quality framework @ @

Maori data stocktake

Establish quality stamps on government data releases

Establish an easy-to-use mechanism for anyone to identify a data need

Ca pa bility Grow data capability through partnership with iwi and Maori Develop Analytics and Research in« nt (ARG).Grad Programme pilot Roll out initiatives based on the data capability framework
Review Algorithm Charter and offer support to the system Create a micro-credential for, Develop a data profession involving Communities of Practice, training, evaluation, and
monitoring
Provide implementation support for using Nga Tikanga Paihere Ensure consistent job fam@descnp used across the system
Design and deliver a data system maturity assessment Review data capap mework
Implement Government Chief Data Steward agency partnering model @
Continue Analytics and Research in Government (ARG) Intern Programme %
Leadership Revise system governance including advisory gaps Impléme t@\ges alighedtothe’new Data and Statistics Bill Implement the system settings for trust and data driven technologies
Introduce Data and Statistics Act evelop guidan ri Data Strategy with Maori
Implement new suite of trust proposals in support of the Digital Strategy ish |nc| sive data‘working group
Develop guidance for agencies on Te Ao Maori perspectives on cloud storage M ! nd protocols on the production and management of data system assets
Finalise and implement Maori Data Governance Model uite of mandated standards
Establish an updated approach to mandating and managing standards.
Develop Health of the Data System report
Develop the Trust Framework for Digitial Identity Services
Infrastructure Develop strategic response and seek investment for future of integrated data Establish the Integrated Data Infrastructure (IDI) Commons Scope system-wide data integration requirements

Develop system architecture

Confirm feasability of a joint property data source
Development of a joint data and analytics platform
Review Data Lab access requirements

Further develop and maintain innovative Maori data platforms

Establish consistent approach to release protocols across the system
Begin implementation of integrated data strategic response
Review and agree on consistent data sharing principles and protocols

Implement against agreed system architecture

Develop a system-wide plan for government investment in data content, capability, and
infrastructure

Key changes

Develop a framework to benchmark agency maturity and develop Government Chief Data
Steward (GCDS) services to lift agency capability
Review system settings for trust and data driven technologies

Develop Health of the Data System report

Establish the system architecture required for a connected and inclusive data system

Use the Data Investment Plan to inform The Budget and agency planning

Align agency capability to maturity assessment findings and build capability using Government
Chief Data Steward (GCDS) services
Complete the next suite of mandated standards

Align system architecture change across agencies

Begin implementation of integrated data initiatives should funding be secured

Create a public mechanism to identify data needs and embed a quality stamp which is
consistently used by agencies
Build data capability to extend into collection, stewardship, and use of the data cycle

Implement system settings for trust and data driven technologies



Email from Craig
Jones (StatsNZz) to
Mike Cunnington
(Deputy
Commissioner) and
Tina MaclLean
(Intelligence Leader
- Data)

From: Craig Jones
Sent: Thursday, July 28, 2022 1:33 PM
To: ;

>; Steve Murray

Cc: Wendy Hamilton <
Subject: Algorithm Charter review

External Email CAUTION: Please take CARE when opening any links &Eﬁ%@{ents \/?
Kia ora koutou %

As | mentioned at the Analytics DCE/Dep Sec meeting on Wednesday, the'indepen view of the

first year of operation of the Algorithm Charter for Aotearoa land, |s ent to the office

of the Minister of Statistics this week.

Following this, the review will be published on 0 o z next we@v attached a copy of the

review to this email, for easy reference. v
As discussed on Wednesday, | agree wn@ gs and recommendations in the review. It found
f : i

that there is strong (‘almost universal’) or the
subject matter experts. It also fo t agencies require-ac
are to realise the required shift | ethical us of-algorithms necessary to fully and successfully
implement the Charter.

| look forward to developing, with you, acti

working on bwldmg ethics capa u i i

gaps that need to e edin orde d, a trustworthy data ecosystem. It also includes working

across agenae Ce any dupllc and make best use of our collaborative resources, and an

increased focus onthe |mp ance of Maori data governance and engagement with Treaty partners.
i have t e poten I to increase the visibility and public awareness of the use of

We'll talk m% egular meetings, and we’ll share our plans for the approach we hope to take.

Please itate to contact me if you have any questions. Thank you, and your teams for your
is mahi — it really is appreciated.

ihi nui

Dr Craig Jones

Kaimatai Tauanga Kawanatanga Tuarua | Deputy Government Statistician

Pouarahi Tuarua - Kaiarahi Pinaha Raraunga | Deputy Chief Executive - Data System Leadership
Tatauranga Aotearoa | Stats NZ

o0 -SSR | M -SSR | ot zovtn:

About Aotearoa, for Aotearoa
Data that improves lives today and for generations to come



Email from Mary
Craig to IR staff

From: Mary Craig
To: All IR Sites
Subject: Use of Artificial Intelligence (AI) products at IR
Date: Tuesday, 21 March 2023 1:20:25 pm
Attachments: image001.jpg

image002.png

image003.png

[UNCLASSIFIED]

Kia ora

Artificial Intelligence (AI) products or services like Chat GPT have
accessible and have been a hot topic in the news and across sociz

IR is currently considering how we should integrate and/or &
services.

While IR works through our use of these solutions, ase be’aware I-* ese products
and services are not currently approved for business ‘use.As a r%{h% ey should not be

accessed from IR devices and workplaces. As alwa need our
Act, Co Conduct and other
an eye-out for any use of these

policies in mind. Our Security team will be
products and services from IR devices a places.

T

If you have any concerns, believe h need to use these products

or services please contact Informatio uri

s

[e=5]

Mike Cunnington (he/him)
Deputy Commissioner - Enterprise Services



Excerpt from
_ Artificial Intelligence
Oversight Group:

Minutes

Al Oversight Group ﬂ T

Meeting Minutes for 7th August 2023, 1.30 pm — 2.30 pm.

Voting members Brijesh John (Chair), Anil Srinivasa, Cate Robertson, Daniel Blank, Jay Harris,
Jesse Thwaites, Malcolm Breadmore, Patrick O’Doherty,/'l}ina Maclean

Standing members | Graham Poppelwell, Conrad Bace, Vanessa JohnsonWlaus @

Attendees Tanya Williams

Apologies Underlined above

1. Welcome and Karakia >§ @
The Chair opened the meeting with a karakm@
2. Approval of previous meetin mutes@

u y 2023 meeting.

The Oversight Group approved t

3. All of Governme opm ' response
Presenter: Brijesh John,Bamainlead, Ti Architecture

Discussed was th ess of the rative Artificial Intelligence guidance, issued for use across
the NZ PublicService, for the er5|ght Group’s responsibilities. The members considered that the
guidance j . mmo d there were no surprises within the guidance. IR should look at

adoptl dance alongside other government departments.

Specnflc areas within th dance identified as needing expansion for IR’s needs were:
Prevent Al fro ed as shadow IT. For instance, what of low code tools such as PowerApps,

what would be o osition? As PowerApps is not fully in a managed environment and has a
dispers group within IR.

Ths t Group discussed that for any Al technology being investigated for IR’s use, there
should'be a solid use case for progressing an Al tool review, so that IR understands the reasoning
and consequences of what we are doing and the wider downstream system implications. This need
doesn’t differ from other information technologies. The use case perspective can then be built
upon with the controls IR goes on to establish, such as testing and checking for bias. Because of the

wave of technology out there already and continuing to evolve, strengthening our controls is one of
the best things we can do in the Al technology space.

A further consideration not defined in the released guideline is how we ensure that we understand
Al and how it fits into our wider technology — the interaction of the Al that IR implements
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interacting with each other and with other IR system technologies, and the potential to produce
adverse results. Again controls, especially security controls, over Al will be key.

The guideline doesn’t provide the next level of detail for capability identification and uplift. There is
potential here to build upon or augment our capabilities through automation to help with our
capacity efficiencies and in a reduction in human error.

On Ethics concerning Al decisions, IR needs to evolve its operating environment in order to be&
better across and more cognisant of the biases that can occur with data a s. The

othin n developed

important controls that sit below the standard (i.e. high level controls
for those layers yet. @ @
The Chair requested members to discuss the following % iaem ' chat:
e Should our Al policy fully focus on generatiyv Q &
e What level of involvement is needed wit tact points mentioned in the guidance?
e With the document not having the de ould Ifor to post on our channels,
how closely should we follow thi u in reIﬁ@> he use of Al for people
information? What further messa ould on classifications of sensitive and in
confidence? @
The Oversight Group:
o Discussed the applicability.of the tive Artificial Intelligence guidance in an Inland
Revenue conte @
e To provide :g@o the

estions’above posed by the Chair.
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Using Artificial Intelligence
at IR: authored b

Using Artificial Intelligence at IR &@@@
Makayla Stewart @;@ @
Change Analyst (L2) @

Using the definitions and concepts outlined in What is Artificial ntelligence, lets look at how we use Al, what the benefits

are and what's coming up. g@ @
ate i decisions about which systems and tools we use. Only
r thejr'intended purpose.

Its important that we, as an organisation be deli
approved business tools can and should b fo
On 21 March 2023, our Deputy Commissi of Enterprise Design & Integrity, Mary Craig, sent out an email to all of IR
about Use of Artificial Intelligence (Al ucts at IR which outlined that tools such as Chat GPT have not been approved

for use. @

Since March we have continued to develop guidance for using Artificial Intelligence at IR and are now in a position to
provide you with more information about how to treat this technology. It is important that we understand:

e Which tools have been approved for business use

e What the purpose these tools have been approved for

e When these tools should or shouldn't be used




e What data is appropriate for us to input into these tools.

To ensure we approach the use of Al at IR both safely, securely and in line with the requirements of us under the Tax
Administration Act 1994, use case guidelines and a staff use policy have been developed to support you.

S
&@@ @@

Guidelines for using Artificial Intelligence

You can find the full version of the Al use case guidelines here AI se lines
Our use case guidelines have been developed using: %;
¢ |Rs classification labels as the basis (see Informaticm%ha sification and handling for more on classification).
e The definitions for: Business rules, Machine learning, Al i ted solutions and Generative Al / Large Language

Model (see Concepts within Al here What is Attificial lrr@émiuence for more information).

Only business tools that have been approv%@ e k@n work devices. Full details of approved applications that have
an Al component can be found here Artificialntelligence Application Register.

The use of Generative Al solutions s
additional guidance. Some pilot options

near future. @@

If you are unsure whether the acti@/ou are intending to take are within the guidelines, check with your leader or contact
Al@ird.govt.nz.

Policy for using Artificial Intelligence



You can find the full version of the Al staff use policy here Artificial Intelligence (Al)_staff use policy

This policy applies to all of IR and sets out our approach to safely and securely look at how we can use Al to deliver more
effective and efficient services. Our policy has been developed using:
e The definitions for: Business rules, Machine learning, Al integrated solutions and Generative Al / Large Language
Model (see Concepts within Al here What is Artificial Intelligence for mare inforn@n).
e Our obligations under the Inland Revenue Acts, Privacy Act, Te Tiriti ' an%@ he Algorithm Charter for

Aotearoa New Zealand

As IR people we are responsible for adhering to this policy and rw@ﬁg %@ése, misuse or non-compliance with the

policy to our Information Security Team. @
SO

| QS

Have an idea for how we shou@ﬁse@@.

Check out how to Get involved with the fut@@usi%@t IR.

&
TS
GV
5
@




Advice to Artificial

Intelligence Working
Inland Revenue Group: Publication of
Te Tari Taake IR’s transparency

obligations under
Algorithm Charter for

Publication of IR’s transparency obligations
under Algorithm Charter for Aotearoa NZ

Artificial Intelligence Working Group

31 January 2024
Graham Poppelwell



Not in scope

Purpose

The purpose of this paper is to present: @ @
« The key insights of the December 2021 review of t@@ﬁ‘@%\m Charter for Aotearoa NZ
(specifically transparency and engagement) @ ®@

Q

« A brief overview of IR’s transparency obligation d e Algorithm Charter for Aotearoa NZ

. QA
« Draft content to be published on IR’s ext w e
& &
4G
&
©

Inland Revenue
Te Tari Taake



Not in scope

Recommendations

It is recommended the AI Working Group: &@@ @Q

S

Discuss the transparency obligations of IR under t Q' e,“u,: m Charter of Aotearoa NZ

Review and provide feedback to propose @3 @ eb5|te content

&
@ @

P

&

&

Q

Inland Revenue
Te Tari Taake



Not in scope

Background

Governance review of IR’s Algorithm Charter (‘the Charter’) coggnitments

©

The Charter was independently reviewed in December 2021 (g@ yer%er public release). The review report
includes an implementation plan (in 3 phases) to assist agencies iting Charter expectations. Details of the
review and report can be found here. @

issions, asking how agencies were progressing with
Yase, agencies should consider improved transparency of
%@D mitments. Most agencies have no published view,

@@

The Charter Implementation plan @h W Transparency and Engagement

The Cross Agency Community of Practice recently h@ is
phase 2 - Transparency and Engagement. As part of

the Charter, and practices that give effect to Q§5‘t
including IR.

(see next slide). There was also a 2018 published Inland Revenue’s Tony Morris — let’s bust the myth about
robot tax investigators (ird.govt.nz) @

IR is listed as a signatory on the Chaner%@@te and the Charter was mentioned in the 2023 IR Annual Report

Draft website content, aligning to IR’s Governance programme for Artificial Intelligence, is being prepared for
publishing.

Inland Revenue
Te Tari Taake



Not in scope

Annual report 2023 extract (page 19)

Algorithm Charter for Aotearoa I\t&v@Z@aland

Te Tari Taake, Inland Revenue adopted the Algorithm Charter (the cha @6 roa New Zealand' in July
2020. The charter includes 6 commitments intended to shape gove y behaviours in ways that

minimise risk to people and maximise the benefits algorithms c: ov@

Te Tari Taake, Inland Revenue has a governance program ta and information, which includes
how we work with the charter commitments and assess when we use algorithms. Legislation
provides us and our customers with specific rights r d lng m
responsibilities to ensure that the information w@ s%}&ﬁd of is protected, maintained and developed
for the benefit of more than just ourselves. @@@@

Q@

ation. We have legal, ethical and business

Inland Revenue
Te Tari Taake



Not in scope

Background - Phase 2: Transparency & Engagement

From the implementation plan:

Phase 2 - Transparency and engagement

Phase 2 will focus on authentic, high-quality
engagement to provide greater visibility and
transparency.

Key areas of work in phase 2 may include:

+ marketing and communicating to ensure @
improved transparency of the charter and the @
agency practices that give effect to the chart @

commitments @ @@

«  providing practical advice on engaging wuth i @
and Maori on data and algorithms to |mple sz
the partnership commitment in the charte/\%

+ investigating novel forms of citizen participation.

Inland Revenue

Te Tari Taake

From digital. qovt.ﬁﬁummarv

Key Ta@w on managing the risks of GenAl to the
pz%y@;«@
@ Bén and transparent in terms of what GenAl is being

d for and why. Ensure processes are in place to respond
citizen requests to access and correct information.

Citizens are concerned about ethical use of GenAl, and the
@ public has expectations about how GenAl is being used,
particularly for the public service.

* The public service is held to a higher standard; so, consider
your social licence and how to assure transparency,
accountability, and fairness in how your agency is using and
applying GenAI — whether directly or as part of a wider
technology solution.




Not in scope

Background: Algorithm Charter Committments

The charter contains six core commitments: Algorithm Charter Commitments to transparency:

1. Transparency - Maintaining transparency by clearly explaining Maintain tr are clearly explaining how decisions are
how decisions are informed by algorithms mformec@

2. Partnership - Embedding a Te Ao Maori perspective in the

principles of the Treaty of Waitangi
3. People - Identifying and actively engaging with people,

cor:munitili's and't%rt:;lps VYho hstve;iabn i;fereSt in algorithms, ing information about the data and processes available
and consuiting wi ose Impacted Dy thelr use unless a lawful restriction prevents this)

development and use of algorithms consistent with the Thi .
% lish documentation of the algorithm

4. Data - Making sure data is fit for purpose by understandmg i

limitations and identifying and managing bias @ publlshing information about how data are collected, secured
5. Privacy, ethics and human rights - Ensuring that pri @ and stored.
ethics and human rights are safeguarded by regularly
“‘*\v

reviewing algorithms to assess for unintended conseqg
6. Human oversight - Retaining human oversigl@/:
ﬁut

and acting on this information
- Nominating a point of contact for public inquiri
algorithms

- Providing a channel for challenging or apg of decisions
informed by algorithms

rewzgionmer - Stats@

- Clearly explaining the role of humans in decisions informed
by algorithms. AL RITHM CHARTER FOR

Inland Revenue
Te Tari Taake



Not in scope

Background: December 2021 Review

Algorithm Charter for

Transparency - findings: Responses by other ager&es to the review Aotearoa New Zealand
- Algorithm documentation is often too complex for the * Some a&n s ha\g@ﬁsts. of algorithms published

layperson. This means transparency requires that a online. In'mos €s, this is a new practice and would

range of products are released - including ‘plain not ha d without the influence of the

English’ documentation. Converting documentation C @

into ‘plain English’ can be challenging. &

@@oncies have performed stocktakes and risk

- Some agencies have conflicts because being a ents and published the output.

transparent could indirectly affect the operation and @

effectiveness of the algorithms e.g. algorithms that @ . Q@)me agencies have plans for further publishing of
support identifying criminal activity. @ information in the future.

. Some agencies publish code online on GitHub.

@ . Some agencies have published methodological reports
Q® online in publicly available academic forums - these

explicitly referred to the principles of the charter.

. Commissioning the work - Responding to the Algorithm
Assessment Report - data.govt.nz

Inland Revenue
Te Tari Taake



Not in scope

Examples of what's published by other agencies

g L 4
& justice.govt.nz

Algorithm use in the Ministry of Justice

Te Tahu o te Ture - the Ministry of Justice is committed to transparency and
accountability in our use of operational algorithms as set out in the Algorithm Charter.
Our Ministry currently uses three operational algorithms within the Collection Services
Business Unit:

*Task Generator

*Automatic Attachment Orders @
*Algorithm to identify hew contact details for debtors.

None of these algorithms incorporate machine leaming capability. >

1 This unit is for the colk of court-imp d fines and J issued by third parties such as New

Zealand Police and local authorities, legal aid debt and civil enforcement. O

Actions to be taken by Te Whatu Ora

There are no algorithms in use at Te Whatu Ora at the moment, V
|

re s ant
itvg and

artificial intelligence.

As kaitiaki of the health system, we're focussed on ensuring that %Jcﬂity, effective
and safe tools are used across the system to enable quality
review of our use of algorithms, this guide is a significant co
algorithm use across the health sector into the future.

opportunities in health care in the safe usage of algorithms, n@:ﬁne

care. Beyond the
ution to enable safe

As part of our ongoing work, we'll embed the principles of the Algorithm Charter into
the development and maintenance of any algorithms we produce. We expect to
review our processes every 12 months, and update our reporting accordingly.

Inland Revenue

Te Tari Taake

@Ign'ifh
@ more efficient

% MINISTRY OF BUSINESS,
| INNOVATION & EMPLOYMENT

HIKINA WHAKATUTUKI

Algorithms at MBIE

As :Ja’t@u commyj &0 the charter, we are implementing an MBIE Algorithm Use Policy. The purpose

of thi ¥ is toen accountability for decisions at MBIE, increase transparency about our algarithm
% '.m;

&igl strength hort systems for our staff working with algorithms

5ed at MBIE for one or more of the following reasons

nputers can process large quantities of data quickly, much faster than our staff can manually. We

@ may use algorithms to keep up with large application numbers so our staff can deal with more

complex work and respond to the public quicker. For example, the Immigration New Zealand Advance
Passenger Processing (APP) which performs validation matching and screens for risks at the border.
Limiting human bias from a process

As humans, we bring our own suhconsclous blases Into all decision we make. Through automation
we can limit and reduce the impact of these biases and provide more consistent decisions and
responses. For example, algorithms that assist with recruitment, finance and procurement allocation

» Predicting ruture behaviour
Our predictions for the future are never guaranteed, but are still useful tools for planning, weighing
up different options and taking proactive action if risky situations arise. Our algorithms help us
understand what our future may look like so that we can stay prepared. For example, using
predictive analytics to estimate business health.

We will apply the charter where the use of algorithms can significantly impact the wellbeing of people, or
there is a high likelihood many people will suffer an unintended adverse impact. We will assess our
algorithms for risk and apply the charter accordingly

Data Science Review Board

We have established a Data Science Review Board to provide MBIE with strategic and practical direction,
guidance and leadership for matters relating to data science and algorithm governance

The Board is made up of MBIE staff and external members, who provide advice on algorithm use and
development, and ensure that algorithms have undergone a robust review by quality experts and adhere
1o accepted standards.



Not in scope

To discuss: suggested content for IR’s external website

Inland Revenue’s algorithm governance follows All of Government directives.

+ IR signed the Algorithm Charter for Aotearoa NZ in July 2020.

+ IR aligns to the guidance provided on algorithms by the System Leaders Gwdanc and Office of the Privacy Commissioner.
We are also participating in the Department of Internal Affairs led All of vernment Programme of Work.

+ IR is taking a cautious approach to algorithm use, considering |mpac &omers and Aotearoa in line with the
Charter commitments and Government system led guidelines.

» IR has established governance bodies, including an Artificial Inte
Working Group with representatives across the business, to pr¢

rS|ght Group and Artificial Intelligence
ght and direction for algorithm use at IR.

ese to our Official information requests.

« It is a priority for IR to ensure that algorithms are 35 @n a way that considers not only our obligations under the
Revenue Acts and Privacy Act but also under the Eé% Charter for Aotearoa New Zealand (of which IR is a signatory)
and any other NZ Government authoritative.gu is includes embedding a Te Ao Maori perspective in the

development and use of algorithms consi wit@> € principles of the Treaty of Waitangi.

« IR has published an Al Staff Use Policy and cial Intelligence use case guidelines. This policy sets out IR’s approach to
safely and securely look to use algorithm e workplace, to help make good decisions and deliver services that are
more effective and efficient. %

Proposed publishing landing page - in the coIIectlon of pages that is About us (ird.govt.nz)

> An MS Word version of the drafted wording is here if you wish to provide written feedback to this content.

Inland Revenue

Te Tari Taake
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